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1. Introduction

The iron oxide magnetite, FesOy, is often regarded as attractive for utilization as non-toxic
nanoparticles in medicine (1.2] o1 for catalysis B34 Itisa ferrimagnetic half-metal [5, 6}, which
means that at the Fermi energy, all its electrons have the same spin state — denoted spin-up
in the following. Because of this property, it has been a long-standing candidate to serve as
a source for spin-polarized currents for all-oxide thin-film spintronic devices [7-12],
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Fig. 1.1: (a) Sketch of the concept of spin injection, reproduced after Ref. [13]. A half-metal
has only spin-up states at the Fermi energy. When the spin-polarized electrons enter a non-
magnetic material across a tunnel barrier, their spin is preserved and a non-equilibrium spin
accumulation develops in the non-magnet. (b) If a interface layer is present, electrons from the
half-metallic band scatter into non-polarized interface states, from where they tunnel into the
non-magnet. (c) Simulation of 10 disordered monolayers at one interface in a Fe/insulator/Fe

junction. The tunneling spin polarization rapidly drops with increasing disorder strength ~.
Taken from Ref. [14].

One of the key tasks of spintronics is spin injection, the generation of an accumulation of
spin-polarized electrons in a non-magnetic channel material [13,15,16] The most prevalent
way to accomplish electric spin injection is spin-dependent tunneling from ferromagnets,
which utilizes the fact that in a tunneling process, the spin polarization is preserved (10] 1¢
is easy to see that half-metals are particularly suitable spin injection materials, because in
a half-metal the electrons that contribute to the transport are 100% spin-polarized. This is
illustrated in Fig. 1.1(a). In the half-metal, there is only density of states (DOS) available
for spin-up states, and if a electric current is driven from the half-metal into the non-magnet
across an insulating tunnel barrier, the spin polarization is translated into the non-magnet.



However, in the early 2000s, when Fe3O4’s performance was tested in magnetic tunnel junc-
tions, the results were disappointing, as magnetite proved to be more than 15 times less effi-
cient in magnetic tunnel junctions than other half-metals such as Lag g75rg.33MnO3 [12,14,17-19]
The reason for this poor performance is not yet clear — however, it was speculated that the
culprit might be the interfaces [17], Spin dependent-tunneling is extremely sensitive to dis-
order at the ferromagnet-insulator interface, because spin-injection relies on the fact that
the electrons tunnel from the spin-polarized bands of the ferromagnet directly into the non-
magnet, so that their spin is preserved [20], However, if non-magnetic interface states are
present, this might be undermined, as sketched in Fig. 1.1(b). If electrons go through a
non-spin-preserving scattering process into the disordered interface states, they tunnel into
the channel material from these non-magnetic interface states, resulting in a reduced spin ac-
cumulation in the channel material. As an illustration, T'symbal et al. simulated the disorder
at the interface of a Fe/insulator/Fe junction ', shown in Fig. 1.1(c). The on-site atomic
energy of Fe was randomly varied with a disorder strength + in a range of 10 monolayers at
the interface, resulting in a rapid drop of the tunneling spin polarization with the disorder
strength.

In the early 2010s, the formation of 2-3 monolayers of iron-deficient wiistite (Fe;_sO) was
observed at the Fes0,/MgO(001) and later on the Fe3O4/SrTiO3(001) interface [21:22] of-
fering a potential explanation of the poor tunneling spin-polarization of Fe3O4. However,
the exact structure and the — for spintronic purposes arguably more important — magnetic
properties of these modifications of the Fe3O4/MgO(001) and Fe304/SrTiO3(001) interfaces,
are still elusive. The reason is that it can be very difficult to obtain information on them,
because interface and surface modifications can potentially be restricted to layers as thin as
a single atomic layer. This is particularly true for the mixed-valence oxide Fe3Oy4, because it
requires a way to distinguish between Fe2d;, Fedd and Fefd cations, which only differ by a
single elementary charge or their oxygen coordination.

For this reason, this work is dedicated to utilize a set of novel techniques in order to gain
access to the chemical, structural and magnetic properties of the surface and interface of
ultrathin Fe3Oy4 films grown by reactive molecular beam epitaxy (RMBE). Before the re-
sults are presented, first the theoretical background of the concepts and methods is given in
Chap. 2. Chapter 3 introduces the materials important for this work, including the different
iron oxide phases, the substrate materials MgO and SrTiOs, as well as the antiferromagnetic
NiO, which is often considered as an exchange bias partner for FesO4 in magnetic tunnel
junctions [17.23] - AN experiments presented in this work have been performed at synchrotron
radiation sources; for this reason, Chap. 4 explains the concept of these sources along with
the experimental setups and analysis techniques used.

The results are organized in Chaps. 5-7. In Chap. 5, the growth dynamics of Fe3Oy4 films
is studied, with the goal to observe the temporal evolution of their structure and electronic
structure while the films are deposited. To this end, time-resolved high-energy x-ray diffrac-
tion (tr-HEXRD) and time-resolved hard x-ray photoelectron spectroscopy (tr-HAXPES) are
used. In order to enable these measurements, a custom-designed ultra-high vacuum (UHV)
chamber was constructed which allows to simultaneously deposit the Fe3O4 films and collect
diffraction data or photoelectron spectra. This way, it is possible to monitor the structural
and chemical properties of Fe304/MgO(001), Fe304/NiO/MgO(001) and Fe304/SrTiO3(001)
thin films during the growth process.

The second technique introduced in this work exploits the magnetic contrast between the



Chapter 1. Introduction

three cation species to obtain cation- and lattice-site-selective magnetic depth profiles of
Fe30y4, granting access to the depth distribution of the individual cation species throughout
the film. This is achieved by analyzing the x-ray magnetic dichroism (XMCD) spectrum of
Fe3O4 by means of charge-transfer multiplet (CTM) calculations in order to disentangle the
overlapping spectra of the individual cations. Using this information, x-ray resonant magnetic
reflectivity (XRMR) curves are recorded at the three x-ray energies with the highest contri-
butions of one respective cation species, allowing conclusions about their depth distribution
and magnetization. This technique is used in Chap. 6 in order to resolve the surface com-
position of Fe304/MgO(001) films, and in Chap. 7 to investigate the Fe3O4/NiO/MgO(001)
and the Fe304/MgO(001) interfaces.



2. Background and methods

In this chapter, the theoretical background and methods necessary to understand this work
are introduced. The main focus of this thesis is the cation distribution in thin films of
iron oxides, and among those, primarily magnetite (FesO4). Therefore, as a start, the base
framework for the description of crystals, thin film growth and magnetism are presented in
the Secs. 2.1 to 2.3, as well as experimental methods to access their crystalline and cation
order in the Secs. 2.4 to 2.7. These explanations will be held closely to the example of
magnetite, since they will be mainly applied to this specific material.

Most methods used in this work are synchrotron-based, and include x-ray diffraction tech-
niques, which are sensitive to the periodic structure of crystals, x-ray reflectometry, sensitive
to the electron density and film thicknesses of the samples, and x-ray spectroscopy, which
is sensitive to the electronic structure, magnetic properties and chemical composition. In
Sec. 2.4, first the spectroscopic techniques will be discussed. These include x-ray photoelec-
tron spectroscopy (XPS), x-ray absorption spectroscopy (XAS) and x-ray magnetic dichroism
(XMCD). Additionally, charge-transfer multiplet (CTM) theory will be explained in detail,
which can be used to describe XPS, XAS and XMCD spectra. After that, x-ray reflectivity
(XRR) will be introduced in Sec. 2.5, followed up in Sec. 2.6 by XRMR, which is a reso-
nant reflectometry technique combining reflectivity and magnetic dichroism. Finally, x-ray
diffraction (XRD) will be presented in Sec. 2.7.

The part about the description of crystals uses the definitions in Ref. [24], and the basic
information about thin film growth can be found in Ref. [25]. The basic magnetic definitions
are given here according to Refs. [24,26]. The spectroscopy part mostly follows Refs. [27-29].
The presentation of XRMR is oriented at Ref. [30], and XRR and XRD at Ref. [31]. The
section about diffraction on thin films is taken from Ref. [32].

2.1. Description of crystals

Crystals consist of a strictly periodic arrangement of atoms, which means that even infinitely
large crystals can be described by, first, describing the rules of their periodicity — done so
by the concept of Bravais lattices — and, second, describing the entity that is periodically
repeated in space: a finite, and often even small, group of atoms called the basis.

2.1.1. Lattices

The lattice is an infinite group of points in the three-dimensional space. At each point, a
set of atoms — the basis — can be located, so that a crystal is formed. The lattice can be
mathematically described by choosing three lattice vectors a, b, ¢, so that every point on the
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lattice can be reached by a linear combination with integer parameters u, v, w
R=wuw-a+v-b+w-c with w,vo,weZ . (2.1)

By choosing a set of integer parameters u, v, w and constructing a vector R by this rule, every
lattice point and only lattice points are reached, and the symmetry properties of a lattice are
determined by choosing appropriate lattice vectors a, b, c. For example, all crystals discussed
in this work can be described by cubic lattices. An illustration of a cubic lattice is given in
Fig. 2.1(a). A simple cubic (sc) lattice can be described by the lattice vectors

1 0 0
ase=a- |0, bsce=a- |1, cec=a- |0 ) (22)
0 0 1

a being the lattice constant, the characteristic length of the lattice. Since the three lattice
vectors have all the same length and enclose a 90° angle to each other, the lattice can be
thought of consisting of cube-shaped cells, with one lattice point at each corner. This cell is
called the unit cell of the cubic lattice.

2.1.2. Bravais lattices

A lattice is defined by the symmetry operations that can be used on it to convert it into itself.
For instance, cubic lattices are invariant to rotations about 90° around the 3 axes given by
the lattice vectors. In addition to rotations, mirror and inversion are symmetry operations
to be considered. In three dimensions, there exist 14 lattice types that can be distinguished
by their symmetries this way — they are called Bravais lattices. They are classified into 7
crystal systems, which can be represented by a parallelepiped with 3 edge lengths a, b and ¢
and the angles «, 8 and v between them. Each crystal system can occur in the 4 centering
types primitive, base-centered, body-centered and face-centered. Some combinations of crystal
systems and centering types can be shown to be equivalent, so that only the 14 independent
Bravais lattices in Tab. 2.1 are left. By picking one Bravais lattice and a suitable basis, each
three-dimensional crystal can be represented.

10



2.1. Description of crystals

system type properties
triclinic 1. primitive a#b#c
aFy#p
monoclinic | 2. primitive aFZb#c
3. base-centered a=7=90°#p
orthorhombic | 4. primitive
5. body-centered aFZb#c
6. face-centered a=vy=p=90°
7. base-centered
tetragonal 8. primitive a=b#c
9. body-centered a=vy=p=90°
cubic 10. primitive a=b=c
11. body-centered a=vy=p=090°
12. face-centered
trigonal 13. primitive a=b=c
a=7v=fp#90°
hexagonal 14. primitive a=b#c
a=p=90° ~=120°

Tab. 2.1: The 14 Bravais lattices in three dimensions. Adapted from Ref. [24].

2.1.3. Basis

Besides the lattice, a basis is needed to describe a crystal. It is convenient to use the same
vectors a, b, ¢ to construct a vector r; that points from a lattice point to the center of the
basis atom j. For this, a set of parameters x;,y;, z; is needed with

rj =xja+yb+zc with 0<z;,y;,2, <1 . (2.3)

This way, for a given lattice, a basis atom position r; can be indexed by the indices B; =
(xj,vj,%j). In the simplest case, a basis may be a single atom sitting on a lattice point,
described by B; = (0,0,0). Another example is illustrated in Fig. 2.1(b). It shows a single
unit cell of the simple cubic lattice, with one atom A sitting on the lattice point, and a
different atom B sitting in the center of one face of the cube. This basis can be described
by the indices By = (0,0,0) and B = (%, %,O), resulting in position vectors ro = 0 and
rg = %a—k%b.

2.1.4. Unit cells

The unit cell is an element of the crystal that can be infinitely repeated to construct the
complete crystal. For instance, for the class of cubic lattices important for this work, the
most convenient and conventional unit cell is the cube spanned by ay, bsc, Csc, shown in Fig.
2.1(b). It contains the basis atoms of the crystal and reflects the cubic symmetry of the
lattice, and by repeating this cube face to face as in Fig. 2.1(a), it forms the crystal. For
this reason, it is usually sufficient to show the unit cell of a crystal in order to discuss its
properties.

11



Chapter 2. Background and methods

There are many possible choices for a unit cell for each given lattice; the defining requirements
of a unit cell are that it needs to contain at least a single lattice point, and reflect the symmetry
of the lattice.

2.1.5. Directions and planes

(©
7,
>
=
g 1S
=3 __substrate
[100]

Fig. 2.2: (a) (110) plane of a simple cubic lattice, together with its normal vector [110]. (b)
(111) plane of a simple cubic lattice, together with its normal vector [110]. (c) lllustration
of the conventional coordinate system for a thin film, with the growth direction being along
[001].

It is often necessary to address directions in crystals. This is done in terms of the lattice
vectors a, b, c. For instance, the direction parallel to a is given by a triplet [100], because it
has one component parallel to a, and 0 components parallel to b and c. Two other examples
can be found in Figs. 2.2(a),(b). In Fig. 2.2(a), the green arrow has one component along a
and one along b, and is thus denoted as the [110] direction. In Fig. 2.2(b), the green arrow
has one component along all three lattice vectors, and thus points into the [111] direction.
Following this logic, there would be many equivalent notations for the same direction. For
instance, [111] and [222] point into the same direction. Therefore, conventionally they are
given by the smallest set of integer indices [u,v,w] that points into the desired direction.
They are noted down in square brackets.

Another useful concept is that of lattice planes, describing two-dimensional planes in a crystal,
which is particularly important when discussing actually two-dimensional entities such as
surfaces and interfaces. Lattice planes are denoted by the Miller indices (HK L), indicated
by round brackets. The general definition of Miller indices for arbitrary lattice types can be
found in textbooks (for instance Refs. [24,33]). However, since this thesis is only concerned
with cubic lattices, we can use a much simpler definition: in cubic lattices, the plane described
by the Miller indices (HK L) is always the plane orthogonal to the direction [H K L]. This is
again illustrated in Figs. 2.2(a),(b), where the blue planes represent the (110) and the (111)
planes, respectively. The corresponding direction vectors are the surface normals of these
planes.

Many lattice planes and directions are equivalent to each other, depending on the symmetry
of the lattice. For instance, for an infinite cubic lattice, all directions along edges of the cubes
are equivalent (i.e., [100] = [010] = [001]), and so are all planes incorporating the cube’s faces
(i.e.,(100) = (010) = (001)). However, while lattices are conceptually infinite, real crystals
are not. Particularly, this thesis studies ultrathin films, which have thicknesses of only a few

12



2.2. Thin film growth

(@) (b) (©

film

@, ",

Layer-by-layer growth island growth Layer plus island growth

Fig. 2.3: lllustrations of the three major growth modes, (a) layer-by-layer, (b) island and (c)
layer-plus-island growth. Black arrows in (c) indicate crystal directions for the example of a
Fe304/MgO(110) film.

nanometres, grown on substrates with lateral sizes of several millimeters. This is sketched
in Fig. 2.2(c). If the growth direction is parallel to one of the edges of the cube, it becomes
desirable to differentiate between the lattice directions along the very large lateral sizes and
the lattice direction along the finite thickness. Conventionally, the z-axis is chosen as the
latter direction, so that the [001] direction points along the growth direction, and the surface
of the film lies in the (001) plane.

2.2. Thin film growth

In this work, all samples are crystalline ultrathin films that have been grown by evaporating
transition metals into a molecular beam directed onto a substrate. The crystal structure of
the substrate serves as a template for the deposited material to form crystalline layers as
well. This process is known as epitary. Upon impact on the substrate surface, the atoms
engage in four main processes: adsorption, desorption, surface diffusion and nucleation. Their
rates depend on the temperature of the substrate, the kinetic energy of the atoms arriving
on the substrate and the structural details of the substrate and the emergent film. The
substrate offers an attractive potential to the atoms from the beam. Due to their high kinetic
energy kpTsource from the evaporation source, they might scatter and leave again into the gas
phase, or they will thermalize with the substrate and adsorb, and subsequently diffuse across
its surface, where the atoms are left with two options: The heat and momentum reservoir
represented by the surface might supply them with enough energy to desorb again, or, as the
number of adsorbed atoms on the surface becomes large, they will form clusters and nucleate,
eventually leading to the formation of a crystalline film (23], High substrate temperature
allows an increased atom mobility, which usually results in a higher ordered films, since the
atoms only settle for energetically very favorable sites. In turn, a very hot substrate may
also result in a high desorption rate, making the deposition process inefficient 25], Another
effect triggered by high temperature is interdiffusion between film and substrate: despite the
fact that the diffusion of substrate atoms is low compared to the adatoms, as the former
are already bound in a stable crystal, sometimes an intermixed phase of substrate and film
material is similarly or even more stable than the two distinct phases. In that case, high
substrate temperatures can facilitate the interdiffusion of film and substrate atoms, which
may (34,35] op may not 36] be desired.

When the film is deposited, three thermodynamic energy terms determine the mode of the
growth: the free energy of the substrate surface ~gup, the free energy of the substrate-film

13



Chapter 2. Background and methods

interface ~inter and the free energy of the film surface vg,. In this picture, the free energy
contribution from the crystallinity of the film is still neglected. If the free energy of the
substrate is bigger than the sum of the interface and the film surface energy,

Yalm T Yinter < Ysub  » (24)

it is energetically favorable to minimize the substrate surface area by covering it up, and the
film grows in layer-by-layer mode. In this growth mode, the film closes each atomic layer
before growing the next, illustrated in Fig. 2.3(a). It is also known as Frank-van-der-Merwe
mode.

In the opposite case, when

Yalm T Yinter > Ysub >

it is thermodynamically favorable to have only little film surface area, and island growth is
preferred. This mode, also known as Vollmer-Weber mode, is illustrated in Fig. 2.3(b).

An intermediate case is the layer-plus-island growth mode — or Stranski-Krastanov growth
—, for which first closed layers form, and after that islands grow on top, depicted in Fig.
2.3(c). The layer-plus-island growth can serve as relaxation mechanism and often occurs
if the substrate promotes a certain growth direction, but the resulting film surface is not
the most stable surface of the crystal. An example is Fe3O4/MgO(110), illustrated by Fig.
2.3(c). The criterion of Eq. (2.4) favors closed film layers, and the substrate orientation forces
a growth in Fe3O4[110] direction. However, the Fe3O4(111) surface is more stable than the
Fe304(110) surface, so that after the first layer is closed, the film grows in an island mode in
order to maximize the FesO4(111) surface 7). Another mechanism that can result in layer-
plus-island growth is related to the temperature. Equation 2.4 considers the growth mode
to be only a relation between film and substrate. However, beyond a critical temperature
Tr — the roughening temperature —, even films that engage in layer-by-layer growth at lower
temperature will start to roughen, independent from the substrate. The reason is that the
energy necessary for the film surface to form a step — which is governed by the fact that
the bonds between the atoms make the formation of closed layers energetically favorable —
is compensated at high temperatures by the configuration entropy introduced by the large
number of variable shapes a step can take. Consequently, steps form spontaneously above
TR [38], and the film forms a layer plus island structure. However, all experiments in this
work operate far from typical roughening temperatures [39,40]

Another factor worth considering about epitaxial growth is the interface of film structure
and substrate. In general, the in-plane lattice constant of the substrate ag,, and the in-plane
bulk lattice constant of the film material ag)y, will differ. This difference is quantified by the
lattice mismatch

Gflm — @
€ — film sub ) (25)

Gsub
For the film, it is on the one hand favorable to grow in its bulk lattice constant, but in the
interface region, it is on the other hand favorable to fit onto the substrate lattice constant in
order to form bonds to the substrate atoms. These competing conditions can be resolved in

two different ways:

14



2.3. Magnetism
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Fig. 2.4: (a) lllustration of pseudomorphic growth. The film is strained, so that its lateral
lattice constant matches the one of the substrate. (b) The film grows with a relaxed lattice
constant and accounts for the mismatch by developing misfit dislocations at the interface.
(c) Critical film thickness, above which pseudomorphic growth is unfavorable, as a function
of lattice mismatch. It was calculated following the model of People and Bean in Ref. [41],
assuming dislocations along the [110] direction [42] and a Poisson ratio of v = 0.03 [43].

pseudomorphic growth: the film grows in the lateral lattice constant of the substrate and
is therefore strained against its own lattice constant (cf. Fig. 2.4(a)). Usually, the lateral
strain Aa/a causes the vertical lattice constant ¢ to develop a strain Ac/c according to the
Poisson ratio v. This means, if the unit cell is laterally compressed, it will vertically expand,
and vice versa. This scenario usually happens if the lattice mismatch is small.

misfit dislocations: the film releases strain by forming dislocations and relaxes to its bulk
lattice constant (cf. Fig. 2.4(a)). This usually happens when the strain energy required for
pseudomorphic growth becomes big, either because the lattice mismatch is high, or the film
thickness and thus the strained material volume becomes big.

There exist several models to calculate the critical film thickness for which pseudomorphic
growth becomes unfavorable and misfit dislocations start to occur [41,44,45] " The model of
People and Bean [41] employs the condition that the strain energy is equal to the energy nec-
essary to create the dislocations [41], arriving at the expression for the critical film thickness

1-v 1 b 1 he
.= . L In(=8) . 2.6
50 Torva o ) (2.6)

Here, v is the Poisson ratio, b is the slip distance of a single dislocation, and f is the lattice
mismatch. Figure 2.4(c) shows the critical thickness as a function of lattice mismatch between
substrate and film.

2.3. Magnetism
Magnetite is a ferrimagnet and the oldest known magnetic material. Because in this work,
not only the structural, but also the magnetic properties of magnetite will be investigated,

the basic terms of magnetism are introduced here. First, paramagnetism and diamagnetism
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Chapter 2. Background and methods

will be introduced, and after that the collective magnetic orders of ferromagnetism, antifer-
romagnetism and ferrimagnetism.

2.3.1. Quantum numbers

The microscopic description of magnetism involves the magnetic moments of the atomic
states, which makes it necessary to briefly review the notation of atomic states by quantum
numbers. This notation will also become very important in the upcoming Sec. 2.4.2, where
spectroscopic techniques and multiplet calculations will be discussed. The information given
here is taken from Ref. [29)].

The Hamiltonian for the single electron approximation in an atom is given by

2 2
—Ze
p +
2me r

Helectron = (27)
The square modulus of its eigenstates W,,;,, (r, p) represents the probability to find an electron
at position r with momentum p and therefore describes where and how the electrons may
move around the atom. The probability distribution for the location of an electron with
wave function W,,;, is called its orbital. It is characterized by the quantum numbers n, [ and
m. n is the principal quantum number. It gives the strongest contribution on the binding
energy of the electron and determines its radial distance from the core, but not its angular
symmetry. Responsible for the angular symmetry of the corresponding orbital is the orbital
angular quantum number /. This is illustrated for [ = 0 — 2 in Fig. 2.5. Orbitals with [ =0
are spherical (cf. Fig. 2.5(a)), while [ = 1 orbitals are shaped like dumbbells aligned along
the three cartesian axes (cf. Fig. 2.5(b)), and of the 5 [ = 2 orbitals, four consist of four lobes
along oriented in different cartesian planes, and one of two lobes pointing along the z-axis
together with a doughnut-shaped probability distribution in the xy-plane [46] (cf. Fig. 2.5(c)).
The [ quantum number is usually denoted in spectroscopic notation; i.e., a quantum state
with [ = 0 is denoted ’s’ state, a state with [ = 1 denoted 'p’ state, [ = 2 an ’d’ state, and
[ =3 an ’f’ state.

For a given [, the magnetic quantum number can take the values m; = I,1 — 1, ..., —[. Each
orbital may be occupied with electrons that have an intrinsic spin, denoted by the quantum
number s = % Analogous to the case of m;, the magnetic spin quantum number mg of an
electron may take the values m; = %, —%. The orbital angular momenta [ and the spin s can
be best understood as the amplitudes of the angular momenta, and their magnetic quantum
number m can then be understood as their orientation towards a quantization axis [47], 1
most practical cases, there exists some distinguished direction (for instance, a magnetic field)
which is used as the quantization axis. It is conventionally chosen to be the z-axis, so
that the magnetic quantum numbers m; and mg can be viewed as the projection of angular
momentum vectors of length [ and s onto the z-axis. For example, for a single electron the
terms ’spin-up’ and ’spin-down’ are well known and refer to its possible values of ms = &, —1

n

29 9
respectively. Their orientation towards the z-axis is accessed by the projection operator .S,.
For the quantum mechanical state |s = %, mg = —%) of a single ’spin-down’ electron,
~ 1 1 1 1 1 1 1
S, l=,—=) = “h|l=,—=Y=—=-h |=,—2) . 2.8
Z|27 2> ms |27 2> 92 |2a 2> ( )
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Fig. 2.5: Shapes of the orbitals for (a) /=0 ('s' orbital), (b) /=1 ('p’ orbitals) and (c) /=2
('d" orbitals). Reproduced after Ref. [46].

As will be shown soon, this very operator comes into play for determining the magnetic
moment of an atom, which lends the name 'magnetic’ to the magnetic quantum numbers.

For electrons with spin s = %, the orbital angular momentum [ and the spin s can be coupled
to a total angular momentum j = [+ s and j = [ — s, with an according total magnetic
quantum number m; = j,j — 1,...,—j. This coupling is called spin-orbit coupling. The
different quantum numbers and their possible values are summarized in Tab. 2.2.

The entirety of occupied states in an atom is called its configuration. 1t is denoted as a series of
the occupied orbitals ni”¥, with n being the principal quantum number, I the orbital quantum
number in spectroscopic notation and N the number of electrons occupying the orbital. For
example, the full electron configuration of an iron atom is 1s?2s22p®3s23p®3d®4s?, which is
conventionally abbreviated to 3d%4s? by omitting all completely occupied orbitals before the
first partially filled one (in this case, the 3d orbital).

The symmetry of the ground state — and thus, the quantum numbers — of a configuration
is calculated by adding up the angular momenta. In order to reflect the symmetry of the
configuration, it can be denoted by a spectroscopic term symbol 2*1L;; S and L are the
sums of the momenta s; and [; of the individual electrons, and .J takes the values from
J=L+S5, .. |L-S|

To give an example: For a single electron configuration, i.e, 2p', the principal quantum
number is n = 2, L = 1 (represented by 'p’), the spin is S = 1/2 and the total angular
momentum may either be J =L - S = 2 orJ=L+ 5= 3 . These states have two possible
term symbols: P1/2 for J = 5, and P3/2 for J = 3 . The 2P1/2 state additionally splits up

into 2 states with mjy = —%, %, and 2P3/2 into 4 states with my = -2, -3, 13,
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Chapter 2. Background and methods

Name Symbol Values (single electron)
principal quantum number n n=123.
orbital angular momentum quantum number l l=n—-1,n-2,...,0
magnetic quantum number my my=011-1,.. -1
spin quantum number s s = %

spin magnetic quantum number Mg mg = —%, %

total angular momentum quantum number j j=10+ %, [ %
total magnetic quantum number m; m; =7, —1.,—j

Tab. 2.2: Summary of the quantum numbers and their possible values for a single electron,
adapted from Ref. [29].

2.3.2. Diamagnetism and paramagnetism

If a material is exposed to an external magnetic field Bey, it will response by aligning its
magnetization M according to

1
M = x—Bex, with pg: vacuum permeability . (2.9)
Ho

The proportionality constant y is called magnetic susceptibility'. A material which has x > 0
aligns its magnetization M parallel to the outer field Beyt. If this material has no persistent
magnetic order (those will be discussed in the upcoming section), it is called a paramagnet,
while a diamagnet has a susceptibility xy < 0 and directs its magnetization antiparallel to the
magnetic field.

In order to understand the underlying mechanisms, a closer look to the magnetic moments
on individual atoms has to be taken. Microscopically, the magnetization of a material is the
sum over the magnetic moments p of all its atoms, normalized to its volume V,

1
M=2> n (2.10)
j

Paramagnetism and diamagnetism have different origins. Diamagnetism can be understood
as an atomic equivalent of Lenz’ rule: the magnetic field induces an electron current into
the atom. This electron current then generates a magnetic field which opposes the external
one. Paramagnetism, on the other hand, stems from the fact that the magnetic moment of
an atom is inclined to align with the magnetic field. In terms of energy levels, atomic states
have a magnetic moment

J(J+1)+8(S+1)— L(L+1)
2J(J +1)

ﬁ:—gJqu with J=S+L and gr=1+ . (2.11)

'For the upcoming discussion, x will be a real number, but please note that generally, the magnetization M
does not need to be parallel to the outer magnetic field, and as such, the magnetic susceptibility is actually
a tensor .
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Fig. 2.6: lllustrations for the magnetic order in (a) a ferromagnet, (b) an antiferromagnet
and (c) a ferrimagnet.

B is the Bohr magneton, g is the Landé factor, and j, S and L are the quantum mechanical
operators for the total angular momentum, the spin momentum and the orbital momentum,
respectively. In a magnetic field with strength B, in the z direction, an atomic state |J, m )
experiences an energy shift U

—B.py |J,my) =U |J,my)=B.mygsus |J,my). (2.12)

Here, the projection operator from Eq. (2.8) is used in the form of fi, = 2518 J.. Those states
with a magnetic moment p, = —mj g; up parallel to B, will have lower energy and a higher
probability to be populated. According to Eq. (2.10), if more states with parallel magnetic
moments p; are populated, the magnetization M increases, resulting in a magnetic ordering
of the atoms. Therefore, paramagnetism only occurs in atoms that have electrons in partially
filled shells, because otherwise there are no states available to be preferably populated. In the
ground state of an atom with localized electrons, the paramagnetism of partially filled shells
is called Langevin paramagnetism. This represents the strongest form of paramagnetism. In
metals, whose electrons are better described in terms of bands than in terms of localized
states, the paramagnetism of the conduction electrons is called Pauli paramagnetism. At
finite temperatures, even for atoms with closed shells in the ground state, some electrons will
be excited into states that have a non-zero total angular momentum J. Their paramagnetic
response is the Van Vieck paramagnetism. Diamagnetism, in turn, occurs in every atom. It
can be similarly strong as the Pauli or the Van Vleck paramagnetism, but is much weaker
than the Langevin paramagnetism. Consequently, an atom can only be diamagnetic if no
contribution from Langevin paramagnetism is present.

Both paramagnetic and diamagnetic materials only have a magnetization if an external mag-
netic field is applied — without a magnetic field, diamagnets have no magnetic moments at
all, and the moments of a paramagnet are randomized, so that no macroscopic magnetization
is observed.

2.3.3. Collective magnetism
The phenomenon of retained magnetic order in a material even in the absence of an outer

magnetic field is called collective magnetism. Three particularly widespread examples of col-
lective magnetism — the ferromagnet, the antiferromagnet and the ferrimagnet — are sketched

19



Chapter 2. Background and methods

in Fig. 2.6. In ferromagnets, all moments align parallel to each other, resulting in a maxi-
mum magnetization (cf. Fig. 2.6(a)). In contrast, the moments in antiferromagnets try to
align antiparallel to its neighboring atoms, resulting in vanishing macroscopic magnetization
(cf. Fig. 2.6(b)). In a ferrimagnet, there exist antiparallel sublattices, just as in an anti-
ferromagnet, but the magnetic moments on these sublattices have different amplitudes (cf.
Fig. 2.6(c)). Consequently, they do not cancel each other out completely, so that a non-zero
magnetization develops. There are more complex forms of magnetic order, but these three
cover the most basic terms. Collective magnetism only occurs below certain material-specific
temperatures. The temperature above which ferro- and ferrimagnetic order is lost in favor
of paramagnetism is called Curie temperature T¢, and the antiferromagnetic counterpart is
called the Néel temperature Tx. The coupling of spins leading to collective magnetism is
called exchange interaction, which is vastly unrelated to the mechanisms behind paramag-
netism and diamagnetism. It is already obtained by applying the Coulomb repulsion operator
to some two-electron wavefunction — such as an atomic state — |¥) [29]

2
<qu:;12|\1/> —F+G . (2.13)

F and G are the Slater-Condon integrals; F' is called the Coulomb — or ’direct’ — term
and corresponds to the classical repulsion between the electron charges. G is the exchange
term, and represents the transition probability to exchange the positions of the two electrons
induced by the Coulomb operator. It becomes necessary for the sole reason that the electrons
need to be indistinguishable and antisymmetric upon the exchange

\I’(Xl,XQ) = —\I’(Xg,Xl) X; = (I’i,Sz‘) N (2.14)

with r; being the position and s; the spin of particle . The energy for an exchange of two
particles is of course tied to the atomic states they are in and thus, also to their spin. If the
orbitals of neighboring atoms in a solid overlap, so that the electrons experience their respec-
tive Coulomb potential, they will also experience an exchange interaction, which indirectly
couples their spins. The value of this exchange energy favors a particular relative orientation
of the spins and thus, a magnetic order. Loosely speaking, collective magnetism is caused by
the effort of the system to facilitate an easy exchange of electrons.

This explanation may sound technical and unintuitive, especially as there is no classical
analogon to the exchange interaction. However, it opens the way to very useful — and arguably
intuitive — arguments which explain the spin alignment between atoms depending on how
easily it allows delocalization of electrons across its overlapping orbitals. Such exchange
schemes will be discussed in Sec. 2.3.4.

For completeness, the Heisenberg model shall be mentioned here. As discussed before, mag-
netic order expresses itself in the alignment of the electronic spins and angular momenta of
the atoms, although they are not directly coupled to each other. However, for some appli-
cations the magnetic order can be modeled by constructing a lattice where the atoms are
represented by interacting spins S. These atoms do not contain the spatial wavefunctions
and thus, no actual exchange interaction. The exchange interaction is then described by the
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180° super exchange

Fig. 2.7: (a) lllustration of
super exchange between two
Fe3* cations. In order to real-
ize a delocalization across the
Fe3+ 345" 02~ 2pS Fe3+ 3q5¢ 2p orbitals' of 02.‘, the s.pins
of the cations align antipar-
allel. (b) Hlustration of dou-
ble exchange between a Fe?*
and a Fe3T cation. The spins
align parallel in order to facil-
itate the delocalization of one
electron.

Heisenberg Hamiltonian which couples the spins directly

~

Hyeis = — Jexc Z ] S § ) (2'15)

pairs (i,5)

with §” being the spins of two neighboring atoms ¢ and j. Here, Jexc(7,7) is the exchange
integral between spins 7 and j, and its sign determines whether the lattice favors ferro- (posi-
tive) or antiferromagnetic (negative) spin alignment. This model is more intuitive and can be
useful, for example, for qualitative arguments and approximations of the Curie temperature.
However, please remember that in reality, there is no such thing in the solid as an exchange
field which couples the actual spins in this way.

2.3.4. Super exchange and double exchange

The exchange interaction in metals can often be described in terms of the Stoner criterion,
or by a direct exchange interaction in the case of 3d metals, in which a tight-binding model
is more appropriate. For those, as well as generally for more details on the topic, please refer
to Ref. [26]. Since this work is concerned with metal oxides, these exchange schemes do not
apply here. Instead, the most prevalent exchange schemes are those that involve mediation
across the oxygen ligands, namely the super exchange and the double exchange. They are
illustrated in Fig. 2.7.

Super exchange takes place between two identical cations and is mediated by a ligand, typ-
ically O?~. The most common geometry is the 180° M-O-M (metal-oxygen-metal) bond, in
which the three ions are arranged in a straight line, and is sketched in Fig. 2.7(a) for two
Fe3T cations. Their 3d shells are half filled with 5 electrons, and Hund’s rule dictates that
they all have the same spin in the ground state. In order to allow both ligand 2p electrons to
spread out into the 3d orbitals that they overlap with, the Fe3t cations need to be aligned
antiparallel to the respective 2p electron, and consequently also to the other Fe3* cation.
This results in a strong antiferromagnetic coupling. In other words, the antiferromagnetic
order is a result of the effort of the atoms to facilitate delocalization of the 2p electrons
into the 3d orbital, just as described in Sec. 2.3.3. Generally, whether super exchange leads
to antiferromagnetic or ferromagnetic coupling depends on the geometry of the bonds, and
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there exist a set of rules — the Goodenough-Kanamori rules — that help to quickly determine
its effect (201, According to these rules, the discussion above holds for singly occupied or-
bitals with large overlap, which is typically the case for orbitals pointing towards each other
with angles between 120° and 180°. For singly occupied 3d orbitals with an overlap integral
which equals to zero — this is the case for 90° M-O-M arrangements —, in contrast, the super
exchange would lead to a weak ferromagnetic coupling. The Goodenough-Kanamori rules
further predict a weak ferromagnetic coupling for singly occupied 3d orbitals which overlap
with empty or doubly occupied orbitals of the same type.

Double exchange is a mechanism between two cations of the same element, but of different
valencies. It is always ferromagnetic and is sketched in Fig. 2.7(b) for the case of Fe?* and
Fe?*. The 3d° configuration of the Fe?T cation has an additional electron on top of a half shell,
which needs to occupy the first minority spin state. It is written here as 3d°T™+. This spin-
down electron can be delocalized across the neighboring Fe3*t cation, but only if this cation
has also a 3d°T configuration; otherwise, there would be no empty state available for a spin-
down electron. The result is that the two different cations effectively form two identical Fe?5+
cations, between which one electron is delocalized. Therefore, it is energetically favorable for
the system to align ferromagnetically. This delocalization process is again mediated by the
02~ 2p orbital, which bridges the distance between the cations by hybridization with the two
3d orbitals.

2.4. Core-level spectroscopy

The three spectroscopic techniques introduced in this section — XPS, XAS and XMCD - all
belong to the group of core-level spectroscopies. They bear this name not because they are
used to study the core levels of an atom, but because they utilize the excitation of core level
electrons in order to study the valence states 291, Most properties of solids — conduction,
magnetism, binding characteristics — are determined by their outer electrons in the valence
states. Solid state physics is therefore mostly concerned with studying these valence states.
The binding energies of valence electrons are in the few eV range and are accessible by visible
light. In a solid, they take part in the binding process and their properties are largely affected
by the environment, and thus their character differs largely from the atomic case. Core-level
electrons, on the other hand, have typical binding energies ranging up to several thousand
eV. They remain mostly the same even in a solid and are therefore very well described by an
atomic description. This is exploited by core-level spectroscopy, whose strategy it is to excite
core level electrons into valence states or even remove them from the solid, leaving behind a
core hole, and probe the valence states by investigating their reaction. For such an excitation
process, x-rays with energies exceeding or matching these binding energies are necessary. The
final state, into which the atom is excited, is a superposition of the core hole and the valence
state wavefunctions, and therefore allows conclusions towards these unknown valence states
and the electronic properties of the solid.

To start with, the one electron picture is considered as a groundwork in Sec. 2.4.1, which
effectively assumes that the excitation process does not change the atom at all. Upon this
foundation, the more complete picture of CTM theory will be built. This theory fully accounts
for the core hole effects as well as the influence of the crystal by introducing crystal field and
charge transfer effects.
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2.4.1. Single electron picture

The single electron picture is not suited to describe any spectral shapes, but can explain
the origin of the characteristic spectra of different elements. In this picture, the density-of-
states (DOS) approximation and the core hole approximation are made: it is assumed that
the ground state DOS is correct at all times, even if an additional electron is added to the
valence states or a core hole is created.

An illustration for the case of the 3d transition metal iron can be found in Fig. 2.8. In an
iron atom, electrons are bound in the core levels nl (1s, 2p, 3d, etc.) with certain binding
energies Eping(nl). If it is illuminated by a photon of energy Epnn > Epina(nl), the photon
can be absorbed and promote an electron from the state nl to the Fermi energy or even to
leave the solid with a kinetic energy of

Eyin = Eph — Eping — @ . (2.16)

Here, ® is called the work function and represents the energy necessary for an electron at the
Fermi energy to leave the solid.

When the x-ray absorption of an atom is measured as a function of the photon energy FEp,
at energies Ep, = Epina(nl) an abrupt jump in absorption is detected (cf. Fig. 2.8(a)). These
are called absorption edges. At theses energies, all electrons in the state nl are available to
directly absorb the photon and be promoted to the lowest empty state, leaving behind a core
hole in the state nl.

Similarly, if the same atom is illuminated by x-rays with a constant energy FEyp, and the
numbers of photoelectrons as a function of their kinetic energy FEiyi, is measured, again at
certain energies a dramatic increase in photoelectrons is observed (cf. Fig. 2.8(b)). The
reason is the same as before: at these energies Fyi, > 0, Eq. (2.16) is fulfilled for a binding
energy Fping(nl), and x-ray absorption occurs very efficiently. In the case of XPS, a large
number of electrons are excited into the continuum with that particular kinetic energy and
can be detected.

The physical process behind both, XAS and XPS, is almost identical. The difference is
merely whether the core level electrons are excited to the Fermi level or into the continuum,
as illustrated in Fig. 2.8(c). If ® is known, Eq. (2.16) can be used to present the energy axis
of the XP spectrum in terms of Ey;nq instead of Fiyiy, as in Fig. 2.8(b). In this representation,
the XAS absorption edges and the XPS peaks are located at the same energies. This series
of peaks in the XP and XA spectra at these exact energies is characteristic for each atom
and can be used to determine the chemical composition of a sample.

Despite these similarities of both methods, historically some different conventions regarding
nomenclature and presentation were established in the XPS and XAS communities. In XPS,
the spectroscopic lines are usually denoted according to the energy levels in the atom (1s,
2p, 3d, etc.) from where the photoelectrons are excited from, while in XAS, instead the
spectroscopic notation for optical transitions is used (K,L,M, etc.). This is demonstrated by
the red labels on the top of Figs. 2.8(a),(b). The energy axes of XA spectra are conventionally
labeled photon energy’ and are organized from low energies on the left to high energies on
the right. XP spectra typically use the label ’binding energy’ and organize them from high
energies on the left to low energies on the right, again demonstrated in Figs. 2.8(a),(b). Both
terms — 'photon energy’ and ’binding energy’ — are linked by Eq. (2.16). The inverted energy
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Fig. 2.8: (a) Tabulated values of the x-ray absorption coefficient of Fe (taken from Ref. [48]).
(b) XPS survey measurement of Fe. (c) Sketch of the excitations of a 2p electron in an XAS
and XPS experiment. Red lines indicate the resonance positions. In XPS, peaks are denoted
by energy levels (2p, 3d, etc), in XAS by the spectroscopic notation for optical transitions
(L,M,etc.).

axis reflects the fact that the controlled quantity in XPS is the kinetic energy of the electrons,
and the binding energy enters Eq. (2.16) for the kinetic energy with a minus sign.

The central formula for core-level spectroscopy is Fermi’s Golden Rule. It describes the
probability W of a transition operator T - for instance, excitation by the absorption of a
photon of energy Fpy, — from an initial state ¢ to a final state f, represented by wavefunctions
[W;) and |W )

W (f,1) = = [ (U|T|W;) |*- 6(Ef — Bi — Epn) (2.17)

2
- |
The 6(F) function makes sure that the transition occurs only when the energy difference
between f and i is exactly the photon energy Epy,. For the transition operator f, for the case
of absorption of soft x-rays, it is usually sufficient to only consider the dipole operator?. The
initial state ¢ is usually well known, as it is simply the electronic ground state of the studied
atom or ion.

In this one-electron description, both XAS and XPS are merely teaching us the binding
energies of the core levels. However, as mentioned earlier, the goal is to learn something
about the valence states. Therefore, it becomes clear that the true information is hidden
in the final state f, which depends on all electronic reactions of the atom’s or ion’s local
environment to the core hole produced by the excitation. These considerably differ for XPS
and XAS and will therefore be discussed separately in Secs. 2.4.3 and 2.4.4.

2.4.2. Charge-transfer multiplet calculations

The theoretical framework in which both XAS and XPS spectra of transition metals are
best described is called charge-transfer multiplet (CTM) theory. It utilizes atomic multiplet

2Below 10keV, quadrupole terms are smaller than dipole terms by about ~ 10~* [29]; the discussion here
will therefore limit itself to the dipole approximation. In the actual calculations used in this work, both
dipole and quadrupole transitions are accounted for.
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effects, crystal-field effects and charge-transfer effects in order to describe the initial and the
final states, and then employs Eq. (2.17) to evaluate the transition probability between them.

Atomic multiplets

The starting point are atomistic calculations of electron transitions, completely neglecting the
crystal environment. For this work, the Fe L edge of Fe?t and Fe3t cations is of particular
interest. Therefore, the following explanations will be done on the example of the case of
Fe?*. The electron configuration of this cation is 2p®3d®. At the L edge, the ion absorbs an
x-ray of energy Ey;, ~ 710eV, so that a core level electron is excited from 2p to 3d, and the
resulting final state is thus 2p°3d”. In order to find the wave functions |®; ;) describing the
iron atom in these configurations, the Schrédinger equation, H |¥;¢) = E; ¢ |¥; ¢), has to be
solved using the atomic Hamiltonian

N 9 N 2 2 N

P —Ze e ~ o
Hatom — + § + + E C(TZ)LZ : Sz = Havg+-Hee+Hls
2m - T; — Tij -
i i pairs i
N~ . . .
average energy Coulomb repulsion of electrons ~ spin-orbit coupling

(2.18)

The first two terms describe the electrons’ kinetic energy and potential energy in the field of
the nucleus. In a given configuration, this term is the same for all electrons and is neglected
as an offset. This means that these calculations do not give a total energy, but only the
relative energies in a configuration.

The energy contributions resulting from this Hamiltonian can be found in their matrix ele-
ments. The values of these matrix elements can be calculated from atomistic Hartree-Fock [49]
calculations or can be found for a variety of ions in the literature [50] 3. In the initial state,
the 2p shell is closed and only the spin-orbit coupling of the 3d electron contributes [49]

(3d°|¢saLsa - Ssal3d) = €3 - (2.19)

L and S are the orbital and spin angular momentum operators, and (34 is the strength of the
coupling.

For a two-electron wavefunction, an eigenstate of the initial state [2p®3d%) has an energy
contribution from the Coulomb repulsion of the 3d electrons:

62

<2p63d6|712\2p63d6> => fFl+ Y Gl (2.20)
k k

The right-hand side of Eq. (2.20) is a conventional way to separate the radial parts F'* and
G* from the angular parts f;, and g, of the matrix element. The energies F* and G* are
called the Slater-Condon parameters (or Slater integrals) and denote the Coulomb repulsion

3Hartree-Fock methods are ab-initio calculations of the wavefunction of a multi-electron configuration. They
are based on the assumption that all electrons are non-interacting and can be represented by single-electron
wavefunctions, but experience their mutual Coulomb field and obey the exclusion principle. This method
is not exact, but leads to energies of the wavefunction that are accurate within about 1%. More details
can be found in Ref. [49].
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initial state — final state
2p634d°6 2p°3d”
2 4 2 4 2 1 3
Fia Fiq €3d Fia  Faa F pd Gpd Gpd €3d  €2p

10.966  6.815  0.052 11.78 733 6.79 500 2.84 0.067 8.2

Tab. 2.3: Slater-Condon parameters FX and G* as well as spin-orbit splittings € for the initial
state 2p°3d® (left) and the final state 2p®3d” (right) of an x-ray absorption process at the L
edge of an Fe?T ion. All values given in eV.

of the electrons and the exchange interaction, respectively, as already mentioned during the
discussion of the exchange interaction by means of Eq. (2.13). The angular parts f and g
were separated from the radial parts using the Wigner-Eckhart theorem and represent the
basis transformation from the orbital angular momenta [; and Iy of the two electrons to the
coupled total angular momentum L. They are non-zero only for some k between 0 and 11 +o.
The possible values of k depend on the electron configuration; for the case of 2p%3dS, only
F C%d and F éld occur and are given in Tab. 2.3.

In the final state 2p®3d”, due to the 2p core hole an additional 2p spin-orbit term occurs
(2D°[CapLiayp - Sap[20%) = €3 (2.21)

as well as a 2p-3d multiplet coupling between the 2p core hole and the 3d electrons

2

e

<2p53d71712|2p53d7>= E f;lchd‘f‘E 9Gra - (2.22)
k k

In solids, results are usually better if the Slater-Condon parameters are reduced to about
80% of their Hartree-Fock values 51, For the case of Fe?T, all relevant parameters (given as
their 100% values) for the atomistic multiplet calculations are summarized in Tab. 2.3.

The F é“d parameters cause both, the initial and final state, to split up into a series of spec-
troscopic lines. However, at the heart of multiplet effects are the core-valence Slater-Condon
parameters Flfd, G’;d, which indicate the overlap of the 2p core-hole wavefunction and the
3d valence wavefunctions. For materials in which these parameters are small compared to
the spin-orbit coupling (i.e, Pt, Pd), multiplet effects are small and density functional theory
(DFT) approaches reproduce spectra well. However, as can be seen from Tab. 2.3, for iron
and the other transition metal oxides, Fé“d = 6.8eV and G’; 4 = 9.0eV are in the same order of
magnitude as the 2p spin-orbit coupling ez, = 8.2eV. Therefore, multiplet effects are strong

and need to be adressed in calculations 28,

According to Eq. (2.17), the transition intensities of an x-ray absorption process are obtained
by

Ixas ~ (®;|T|®;) ~ (2p°3d°|p|2p°3d)

In the second step, we identified the transition operator T as the dipole operator p, which is
well fulfilled in the soft and intermediate x-ray region, in which quadrupole contributions are
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Fig. 2.9: Atomic multiplet calculations of the Fe?* L edge. (a) Calculation with no inter-
actions between the electrons in the initial and final states. (b) Calculation with only the
2p spin-orbit coupling of the final state. (c) Calculation with 2p spin-orbit coupling and the
Coulomb interaction between the electrons. (d) Calculation with both 2p and 3d spin-orbit
coupling and Coulomb interaction between the electrons. (e) Illustration of the situation in
(a) in the single electron picture. (f) lllustration of the transition in (b) in the single electron
picture. (g) The coupling of 2p core hole and 3d valence electrons cannot be described in a
single electron picture.

weak. The dipole operator chooses viable transition by the dipole selection rules, imposing
changes in the total angular momentum of AJ = +1,0, —1, preservation of the spin quantum
number, AS = 0, and a change of the angular momentum quantum number by AL = +1.

The effects of the different contributions can be seen in Fig. 2.9. It shows the lines which
were determined by the atomic multiplet calculations in red, and a pseudo-Voigt broadening
in order to simulate an actual XAS spectrum in black. In Fig. 2.9(a), the atomic multiplet
simulation of the Fe?t L edge is displayed with all spin-orbit and Slater-Condon parameters
set to 0, so that all possible states within the initial and final state have the same energy. The
result is a single line, only stemming from the binding energy of the 2p electron. This scenario
can be intuitively understood in the single electron picture, illustrated in Fig. 2.9(e), where
an electron is simply promoted from 2p to 3d, overcoming the binding energy of ~ 711eV.
If the 2p spin-orbit e, coupling is switched on, the single line intensity is split in a 1:2 ratio
into the singlet state 2p; /o and the triplet state 2p3 /9, displayed in Fig. 2.9(b). As illustrated
in Fig. 2.9(f), the single electron picture still holds up well, since initial and final states do
not interact*. This changes when the Coulomb interactions between the electrons enters in
Fig. 2.9(c). Now multiplet effects not only split up the initial and final state, but in the final
state also couple the core hole wavefunction with the valence electrons. In order to evaluate

4Please note that the 2p spin-orbit splitting is an effect of the core hole, and therefore a final state effect of
the 2p®3d” configuration, not of the initial state, as might be suggested by the illustration.
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Fig. 2.10: (a) lllustration of a tetrahedrally coordinated Fei cation. (b) lllustration of an
octahedrally coordinated Fe3d cation. (c) Energy splitting scheme of the 3d orbitals into e
and t states, separated by the energy term 10Dq. For the e states, the orientation of the d,>
orbital is illustrated in the respective orientation, and for the t; states, the dy, orbital. (d)-(f)
Crystal field multiplet calculations for (d) no crystal field, (e) an octahedral crystal field of
10Dg=1.0eV and (f) a tetrahedral crystal field of 10Dg= —0.6eV.

all possible transitions, the individual angular momenta of the 2p° core hole and the 3d”
valence states need to be coupled with each other, resulting in a huge increase in possible
states. For instance, the initial state of a Fe?* cation, with a 2p°d® configuration, has in total
34 different states, and the final state of an x-ray absorption process at the L edge 2p°d” has
110 states, enabling 34 - 110 = 3740 possible transitions. Whether or not a certain transition
is realized depends on the selections rules. In Fig. 2.9(d), finally the 3d spin-orbit coupling
€3q is included. As can be seen from Tab. 2.3, €34 is only very small and causes hardly any
splitting. However, some of the transitions are rendered forbidden due to the selection rules,
so that in total fewer lines occur.

Crystal fields

So far, the discussion was purely atomistic and did not take into account the crystal en-
vironment the Fe?t cation is embedded in. This is accomplished by simply modeling the
surrounding ligand atoms (O?~ in the case of Fe30,4) with their electric field working on the
iron cation. This electric field is called crystal field or ligand field. The reason this very
simplified approach works is that it fully accounts for the symmetry provided by the crystal
environment. The Hamiltonian is simply extended by an additional term H.¢

HAtom = llavg + Hee + Hls + Hcf (2'23)
~~

=—e-P(r)
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The crystal field is treated as a perturbation to the atomic result. The actual calculations
utilize group theory in order to represent the symmetries of the atomic states in terms of
the crystal field, which can be a difficult task. However, for the purposes of this work the
situation is fortunately very simple, as it is only concerned with two distinct, but very similar
crystal field symmetries. They are illustrated in Figs. 2.10(a) and 2.10(b) at the example of
Fell and Fe?! . In Fig. 2.10(a), the oxygen anions surround the Feid cation in the form of
a tetrahedron, which can be represented as 4 anions sitting on 4 corners of a cube. In Fig.
2.10(b), the Fe3d cation is surrounded by anions arranged in an octahedron, which can be
thought of the anions sitting on the 6 faces of a cube. These two arrangements belong to
different symmetry groups (Tq and Oy,); however, in combination with the symmetries of the
3d orbitals, they can be conveniently described by a single common variable, 10Dq (51, The
reason is illustrated in Fig. 2.10(c). Without crystal field, the 3d electrons may populate
five degenerate orbitals: dyy, dy,, dy,, which are oriented towards the edges of the cube, and
dy2_y2, d,2, which are oriented towards the faces of the cube. As examples, in Fig. 2.10(c)
the dy, orbital and the d,2 orbital are depicted for both the octahedral and the tetrahedral
case. Because it is energetically unfavorable for the electrons to populate a state close to
a ligand, the degeneracy of the orbitals is lifted. In octahedral symmetry, the dyo_y2, d,2
orbitals form the eg state and the dyy, dy,, dy, orbitals form the ta, state, and they are split
by the energy term 10Dq = Ee, — E,, > 0. In tetrahedral symmetry, the degeneracy is lifted
in the same way and the same states e and to are formed®, only that now the e state is lower
in energy than the ty state, and thus 10Dq < 0.

This means that only a single parameter, 10Dq, is needed in the multiplet calculations, and it
describes octahedral fields when it is positive and tetrahedral fields when it is negative. This
is exemplified in Figs. 2.10(d)-(f). Figure 2.10(d) shows a purely atomic spectrum of a Fe3"
cation without crystal field. In Figs. 2.10(e),(f) the spectrum is shown for an octahedral and
tetrahedral field, respectively. Due to the additional splitting, the number of lines increases.

Charge transfer

As a last ingredient, charge transfer will be considered. It describes the fact that in a crystal,
electrons can be transferred between atoms — in the case of Fe3Oy4, between the iron cation
and the oxygen ligands. In this sense, a Fe2d cation cannot fully be described by a 2p%3dS
configuration, but as a mixture between 2p®3d® and 2p®3dL, with the L indicating that
one electron was donated from a ligand. The second configuration is called charge-transfer
state, and the energy separating it from the ground state is the charge-transfer energy A.
Generally, also higher charge-transfer states exist simultaneously, like 2p%3d3L? etc., but
since their energy is high, they are usually not prominent. The charge transfer effect becomes
especially important for screening effects in the final state, when the electronical environment
of the cation reacts to the creation of the core hole during the x-ray absorption process. The
positive charge of the 2p core hole generates an attractive potential for the electrons, which
pulls down the 3d states by an energy term U,q. As illustrated in Fig. 2.11(a), this is not
very crucial in XAS, because the excited electron remains in the cation and the 2p core hole
in the final state gets screened by the additional 3d electron itself. Adding an additional
electron to the 3d shell costs the 3d electron correlation energy Ugq, counteracting the gain

®The 'g’ (abrv. ’gerade’) is removed from the e; and to, states due to the lack of inversion symmetry for
tetrahedral cations.
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Fig. 2.11: (a),(b),(c) Energy scheme of the charge-transfer states for (b) the ground state
and the final states in (a) XAS and (c) XPS. All energy terms are shifted with the lowest
state of the three scenarios at zero. Black arrows indicate a dipole transition computed in
the multiplet calculation, blue arrows stand for a monopole mixing calculated between charge-
transfer states. Reproduced from Ref. [27]. (d),(e) Illustration of the screening effect by
charge-transfer from ligands during the photoionization process in XPS.

from the core hole potential®. In total, the charge-transfer energy of the final state is

A?AS = A_Upd+Udd ~A—-1.2eV . (224)

for transition metal oxides

In contrast, in XPS, the excitation is an ionizing process, in which the excited electron leaves
the cation as a photoelectron. This situation is sketched in Figs. 2.11(d),(e). In Fig. 2.11(d),
the Fe2d; cation forms an ionic bond with the surrounding oxygen anions, described by a
mixture between a 2p%3d® and 2p%3d’L configuration. When it absorbs an x-ray, it ejects a
photoelectron, leaving behind a 2p core hole and turning Fe2d into Fega. To this additional
charge, the ligand electrons react strongly, and a mixed configuration between 2p°3d” and
2p°3d8L forms, and now even 2p°3d°L? becomes important. Figures 2.11(a)-(c) summarize
the energy schemes of the charge-transfer states for XAS and XPS. While the prevalence of
the charge-transfer configuration in XAS does hardly change between initial and final state
(compare Figs. 2.11(a) and 2.11(b)), in XPS the charge-transfer state in fact become lower
in energy than the regular state (compare Figs. 2.11(b) and 2.11(c)). The reason is that the
x-ray absorption process again creates the core hole potential U,q lowering the 3d energies,
but no additional correlation energy Ugq has to be expended in turn, so that the final state
charge-transfer energy is negative

AFPS = A —TUpa <0

5U44 can be thought of as the Coulomb repulsion among the 3d electrons. Its formal definition is the energy
it costs to transfer a 3d electron from one metal cation to the other, i.e., realize the configuration shift

3dY 4 3dN —s 3dN+1 4 3qV-1 [28],
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Fig. 2.12: (a),(b) Multiplet calculations of a Fe2& XAS spectrum without and with charge
transfer included, respectively. (c),(d) Multiplet calculation of the XPS spectrum of Fe2%
without and with charge transfer included. Black arrows highlight charge-transfer satellites.
For the sake of easier comparison to the XA spectra in (a),(b), the energy axis of the XP
spectra follow the orientation of the XA spectra.

Essentially, the completed charge transfer in the 2p°3d”L state compensates for the photoelec-
tron lost to the excitation. The second charge-transfer configuration 2p°3d3L? is separated
from the non-charge-transfer state by 2- (A — Upq) + Uqq, which is often still negative. This
is the reason why charge transfer is the most important effect in XPS [52’53], while XAS
spectra of the transition metal L edge can be described well even when neglecting charge
transfer altogether B, Figures 2.12(a),(b) show XAS spectra of Fe2d without and with
charge transfer, respectively, and Figs. 2.12(c),(d) the same with XPS spectra. In XAS, a
small charge-transfer satellites on the low energy side of Fe L3 develops, highlighted by a
black arrow. In XPS, one strong satellite for each, Fe2ps/, and Fe2p,/, appears, and both
peaks shift in energy. This shift, caused by the binding of the cation to its surrounding, is
called chemical shift, and is much like the charge-transfer satellites extremely sensitive to the
valency of the cation. Both can be used to identify the oxidation state of the element in
question.

In the multiplet calculation, charge-transfer is implemented by calculating the dipole tran-
sition between the charge-transfer states on top of the non-charge-transfer ones (cf. black
arrows between Figs. 2.11(a)-(c)), and also the mixing between the charge-transfer states
has to be computed (blue arrows in Figs. 2.11(a)-(c))

7
Hpixi = <2p63d6|E\2p63d7L> (2.25)
Hiie = (2p°37| - 120°3°L) (2.26)
f
(2.27)

Besides the charge-transfer energies A explained earlier, the hybridization parameters t are
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important, which describe the mixing strength between the states. Although they can in prin-
ciple be different for initial and final states, they are usually assumed to be equal. However,
usually different hybridization parameters are chosen for e, and to, states.

Limitations

CTM calculations are very successful in reproducing spectra for localized electron systems,
such as metal oxides. However, some features observed in recorded spectra are not accounted
for. First and foremost, CTM is an atomistic simulation at its heart. Band effects are not
included in this framework, which is why CTM is not a good starting point for metal spectra,
for instance. For those, DFT calculations usually are more suitable [28],

Second, Auger processes are not covered either. When an electron is lifted into an excited
state — i.e., a 2p electron into the 3d shell —, this excited electron will eventually decay back
to the 2p level, with the need for an outlet for the excess energy. For low x-ray energies, the
most prevalent way to achieve this is to transfer the excess energy (710eV for the Fe L3 edge)
to a weaker bound electron (i.e., a 3d electron), which is in turn ejected from the atom. These
ejected Auger electrons have a specific kinetic energy and are measured in XPS alongside the
photoelectrons. They cause very similar peaks, which can also be spectroscopically evaluated.
In fact, Auger electron spectroscopy is also a widespread technique.

Third, shake-up satellites are not described by CTM. In a shake-up process, the kinetic
energy of an ejected photoelectron is partially transferred to a valence band electron, which
is lifted to some higher state. The kinetic energy of the photoelectron then does not obey
Eq. (2.16) anymore, because it is additionally lowered by the shake-up process. Because
another transition between quantized states is involved, these processes again happen at
distinct energies, leading to a distinct satellite feature close to an XPS line. These satellites
are again not covered by CTM and may appear systematically in measurements, but not in
the simulations.

Lastly, inelastic processes are also not covered. A plethora of inelastic processes in the crystal
ultimately result in the fact that an x-ray photon of energy K, can trigger any excitation
process with ' < E};,. Consequently, even an x-ray with a non-resonant energy may be
absorbed by a solid and excite a variety of effects, leading to intensity steps beneath the
absorption lines. This is the reason why Fig. 2.8(a) shows steps at the resonant energies
instead of sharp lines predicted by multiplet calculations. Analogously for XPS, inelastic
scattering of photoelectrons in the crystal cause photoelectrons to be emitted with energies
not governed by Eq. (2.16), again leading to a background that increases in steps beneath the
main lines, as can be seen in Fig. 2.8(b). These processes generate a background in both XAS
and XPS measurements which are not accounted for by CTM calculations. These processes
generate a background in both XAS and XPS measurements which have to be subtracted in
order to compare CTM simulations to experimental data.

Despite these limitations, CTM calculations can still reproduce most of the characteristic
features in transition metal oxides and are a valuable tool to access their electronic structure.

2.4.3. X-ray photoelectron spectroscopy

XPS is a widespread spectroscopic technique, since well-developed lab-based machines have
been commercially available since the 1970s 58], The most basic use is to record the pho-
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Fig. 2.13: (a) Setup of an XPS measurement. The red arrows are photoelectrons. Blue,
green and red arcs in the energy filter represent electron paths for different kinetic energies.
Reproduced after Ref. [54]. (b) Inelastic mean free path Ajvgp of electrons in Fe3O4 as
a function of kinetic energy, calculated from the TPP-2 equation [55] and the equation of
Seah and Dench [56], (b) Subshell photoionization cross section oy of the Fe2p3/, state as a
function of energy. Data points are tabulated values taken from Ref. [57], dashed line a spline.

toelectron count for a wide energy range and identify the chemical composition from the
elements’ characteristic line — a different term for XPS is therefore electron spectroscopy for
chemical analysis (ESCA). From the intensity of the occuring peaks, also the quantitative
compositions and stoichiometries of samples can be deduced [34,35,59,60] if the x-ray absorp-
tion cross sections are known [°7l. In combination with suitable calculation techniques, such
as DFT in local spin density approximation [27,61] or CTM theory, even the coordination and

hybridization of the atoms in the solid can be examined by XPS [52,53]

The physics behind XPS have alreay been explained in Sec. 2.4.2 along the CTM calculations.
The measurement setup is sketched in Fig. 2.13(a). The sample is exposed to an x-ray beam
and emits photoelectrons with a broad spectrum of kinetic energies. They are emitted in
all directions, but their angular distribution is not uniform, since it depends on the orbital
the respective electron is excited from 57 An analyzer is positioned close to the sample
and collects the photoelectrons emitted in its directions. These electrons are collimated in
a lens system and decelerated, before they are guided into an analyzer — the most common
type in modern setups being the hemispherical energy filter, offering improved resolution
and flexibility compared to linear filters, such as cylindrical mirror analyzers [62], Here, an
electric field is applied that forces the electrons on a circular path with a radius that depends
on the kinetic energy of the electrons. This is indicated by the differently colored lines in
the energy filter in Fig. 2.13(a). Only electrons of a certain kinetic energy will pass through
the exit slit and be counted in the detector, controlled by the decelerating voltage in the lens
system and the electric field in the hemispherical analyzer. In the so-called fixed transmission
mode, the electric field in the hemispherical analyzer is kept constant, so that only electrons
arriving at the entrance slit in a energy window around a fixed pass energy Ej,ass can reach the
detector. By tuning the deceleration voltage in the lens system, photoelectrons of different
initial kinetic energy are decelerated to this pass energy, and this way, a spectrum is recorded.
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By using a fixed pass energy, the energy resolution is kept constant for all energies during the
measurement. The choice of the pass energy is effectively a trade-off between signal quality
and energy resolution: High pass energies improve the electron transmission, resulting in a
higher signal, but lower the energy resolution.

XPS is a surface-sensitive technique, since the electrons generated in deeper parts of the
sample are reabsorbed before they can leave the sample. The distance that electrons can
travel in a material before a (1 — e™!) fraction of them is absorbed is called inelastic mean
free path A\ivrp(Fkin) and depends on the kinetic energy Fii, of the electron, and shows a
similar behavior for all solids. Seah and Dench developed an empirical model which univer-
sally describes the quantity Amvrp(Ekin)/+/dmonolayer for all materials, where dmonolayer — the

thickness of a single monolayer — is the only material-dependent quantity [56], For Fe3Oy, this
curve is plotted as blue line in Fig. 2.13(b). It captures well the experimentally observed two
regimes, which are governed by different excitation mechanisms in the solid [63], However,
better quantitative agreement is reached by the TPP-2 model [55], depicted as black curve in
Fig. 2.13(Db).

According to Eq. (2.16), this energy for a given binding energy Fyi, can be controlled by
the excitation energy K. Therefore, the choice of x-ray energy affects the probing depth of
the technique. Typical x-ray sources used in the laboratory are x-ray tubes with Mg (Ep, =
1254eV) or Al anode (Ep, = 1486eV). Often photoelectron spectroscopy using excitation
energies in this range is referred to as XPS, while at excitation energies of about 5keV
and higher, the method is called hard x-ray photoelectron spectroscopy (HAXPES). Other
than the used energy the consequently higher probing depth, HAXPES is exactly the same
method as XPS.While there are x-ray tubes with hard x-ray energies available (i.e., Cr with
Epn = 5415eV), their rather low x-ray flux of tubes (unmonochromatized ~ IOHW [64},
monochromatized ~ 1010% [65]) becomes a bigger problem in HAXPES, because the
photoionization cross sections ocs of the electronic states in the interesting energy range of
FEyin < 1000eV decrease rapidly with the kinetic energy of the photoelectron, depicted in
Fig. 2.13 for the Fe2ps/, state. For this reason, the excitation efficiency of these states
and consequently the XPS signal becomes small for the excitation with hard x-rays, which
are therefore less frequently used in the laboratory. In constrast, HAXPES experiments
are often performed at synchrotron facilities with considerably higher photon densities for
monochromatized x-rays (~ 1013@ [66]), counteracting the drop in excitation efficiency.

2.4.4. X-ray absorption spectroscopy

Although XAS is based on the very same physical effect as XPS, it offers some complimentary
value. As discussed in Sec. 2.4.2, XA spectra are less sensitive to charge-transfer effects than
XPS. Consequently, the distinction of the oxidation state — which heavily influences the
charge transfer — is possible, but not as easy as in XPS (cf. Fig. 2.12). In contrast, crystal
field effects are better visible in XA spectra than in XP spectra, so it is easier to recognize
the coordination of the measured ions in XAS. The most important feature, however, is the
fact that XAS spectra are directly proportional the x-ray attenuation coefficient ap (E) [48]

Ixas(E) x ap(E) < fo(E) . (2.28)
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This is useful because from this quantity, many other optical quantities describing the inter-
action of x-rays and the material can be derived. Some of them will be listed here. ay is
closely related to the x-ray absorption length

AA = — 2.29
A= (2.29)

and can be used to calculate the transmission 7T of an x-ray through a material of thickness
d

T =e A = g4 oa (2.30)

The absorption coefficient is related to the imaginary part of the atomic scattering factor
by [48]

279 Any’

f2 (2.31)

where ny is number of atoms per unit volume, 7 is the classical electron radius and A is the
wavelength of the attenuated x-rays 48], From f2(E), the real part of the atomic scattering

factor f1(E) can be obtained by a Kramers-Kronig transformation 31
2 [ €2 fy(e)
E) = z+2 | 2129y 2.32
fl( Z) + T Jo EZQ — €2 € ( )
2
~ oz 2y 2O (2.33)
T E? —e€
e=F1  ?

with Z being the atomic number of the element in question. Equation 2.33 is a way to
numerically perform the Kramers-Kronig transformation using a discrete dataset of fo(FE)
with energies Fi... Fy. With fi and fo, the index of refraction [48]

nrzl—%nvro)\2~(f1+if2):1—5+iﬁ (2.34)
can be obtained. The quantities § and S are called the optical dispersion and the optical
absorption, respectively, and are conventionally used to represent the index of refraction in
x-ray optics. The transformation of these quantities into each other is shown in Fig. 2.14.
According to Eq. (2.28), the measured XA spectrum can be converted into a physical quantity
by using tabulated values, for instance, for ay or — often more conveniently — fo [48,67,68]
The reason is that the optical properties of solids can be well interpolated or calculated based
on experimental pre-knowledge under the assumption that the atoms in a solid are non-
interacting, as long as the x-ray energies are far from an absorption edge. At the absorption
edges, these quantities change rapidly with energy, sensitively depending on the exact state of
the atom, and is consequently different from sample to sample. Therefore, the strategy is to
measure XAS curves prior to and after the edge wide enough, so that the beginning and end
of the measured spectrum becomes comparable to the tabulated values. This is demonstrated
in Fig. 2.14(b). The blue dashed line shows tabulated values for aa(F), and the red curve
is the scaled XA spectrum from Fig. 2.14(a). Typically, the measured spectrum is quite
flat prior to the edge and can be easily fit to the tabulated value. However, after the edge,
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Fig. 2.14: (a) Experimental data (red) scaled to the tabulated absorption edge (blue) of the
absorption coefficient ap [48:67.68] " (b) Atomic scattering factors f1, f2, obtained by scaling
the XA spectrum to tabulated fy; and performing a Kramers-Kronig transformation (cf. Eq.
(2.32)) for f1. (c) X-ray attenuation length As derived from the spectra in (b) by applying
Eq. (2.29).

still some spectral features occur. These are mostly fine structure effects and may make it
difficult to reach a satisfying match between tabulated and measured values’. From ay, Eq.
(2.31) can be used to obtain the atomic scattering factor fa. The function f2(F) is plotted in
Fig. 2.14(c) in red. The Kramers-Kronig transformation Eq. (2.32) converts it into the real
part of the atomic scattering factor, fi(FE), shown as black line in Fig. 2.14(c). And finally,
with Eq. (2.29), from ap the x-ray attenuation length Ay can be obtained, displayed in Fig.
2.14(d). It can be seen that the attenuation length for x-rays prior to the edge is about
400 nm, but at the L3 edge, absorption becomes so strong that it drops as low as 15 nm.

Experimentally, laboratory devices for XAS are not as common as for XPS. The necessity to
access a wide band of x-ray wavelengths from x-ray tubes comes at the downside of very low
photon fluxes of about ~ 1072 — 10_4% [69]. For this reason, XAS is usually performed at
synchrotron light sources with scannable x-ray energies. There, recording XA spectra merely
requires illumination of the sample with the x-ray beam and a way to detect the absorption.
There are four common detection schemes: electron yield (EY), fluorescence yield (FY),
luminescence yield (LY) and transmission. In transmission, the sample is placed between the
incoming beam and an x-ray detector, and the transmitted intensity of the beam is recorded
as a function of energy. This is the most direct access to the absorption coefficient, however,
it is unsuitable for ultrathin film samples, which are grown on a substrate and cannot be
separately investigated. The other three detection schemes will be discussed in the following.

Electron yield

The EY detection scheme is sketched in Fig. 2.15(a). The probe for the absorbed x-rays
are the emitted secondary electrons — mostly Auger electrons —, which are ejected during the
relaxation of the excited state into the ground state, and can be detected by putting a wire

"They can be valuable in their own right though; the group of spectroscopic techniques of x-ray absorption
fine structure (XAFS) is concerned with exactly these features.
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on the sample surface, where the accumulation of Auger electrons will cause a small current
which is proportional to the x-ray absorption. This current can be measured with a suitably
sensitive amperemeter. For this reason, EY can only be used for electrically conductive
materials. In the default setup sketched in Fig. 2.15(a), all generated electrons are counted,
and the detection scheme is called total electron yield (TEY). This is the most widespread
method for ultrathin films. It is also possible to apply a filter voltage in order to collect only
electrons of certain kinetic energies. This technique is called partial electron yield (PEY) and
can be useful to further increase the surface sensitivity [70],

EY is a surface-sensitive method, because only electrons that can reach the surface before
being reabsorbed can be detected, with the probing depth in magnetite at the Fe L edge
being about 20 — 30A [ in TEY mode. The number of electrons dNtgy arriving at the
surface from a layer of thickness dz at a sample depth z is [72]

ANty (B, 2) = —Ph__ =2/Oasin(®)) . ==/ Anuer g (2.35)

’ Aasin(0) ’

with 6 being the incidence glancing angle of the x-ray. Npy is the number of incident photons.
At depth z, their number has been reduced according to e=2/(asin(®) “and in the layer of
thickness dz a fraction of dz/(Aasin(f)) will be absorbed. This gives the number of secondary
electrons at depth z, if it assumed that every absorbed photon generates one secondary
electron, and of these a fraction e~/ MFP will arrive at the surface. For a film of thickness
d, integration from z = 0 to z = d yields the number of electrons Ntgy (FE, z)

AIMFP - 4 (erm))
AIMEP + Aasin(6)

AIMFP —d/\
(1 — IMFP .
sin(6) (1—e )

if Aimpp <A (E)sin(0)

Ixas < Nty (F)

~

() x aa(E) . (2.36)

This number depends both on the inelastic mean free path Apypp of the electrons and on the
x-ray attenuation length Aa(E). According to the TPP-2 model presented in Fig. 2.13(b),
the inelastic mean free path is approximately constant at Apvipp = 15 A in the energy range
of the Fe L absorption edge (~ 700 —730eV). However, as can be seen in Fig. 2.14(d), Aa(F)
is rapidly changing with energy at the absorption edge, with a minimum of Ay = 150 A.
As Eq. (2.36) reveals, the identity of Eq. (2.28), Ixas o aa, holds true as long as the
depth sensitivity is limited by the electron escape depth, thus if Axsin(6) is much bigger than
Amvrp, which is usually true. However, at maximum absorption and at grazing incidence,
this might not be the case, because the x-ray becomes significantly damped at sample depths
z where electrons could still escape from, and the XA spectrum becomes distorted due to
saturation effects. If the distortion is not too strong, it can be corrected. In order to do
so, first the approximate absorption coefficient o/ (E) is determined from the XA spectrum
Ixas using the method described earlier in Fig. 2.14. Then, the corrected absorption ax (F)
is determined as (72

aa(E) = ( . 7 Amarp) T (2.37)

o\ (B
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Fig. 2.15: (a) lllustration of the electron yield detection scheme. An x-ray photon excites a
2p electron into a 3d state. Subsequently, an electron relaxes back to fill the 2p core hole,
and the excess energy is transferred to a different 3d electron, which leaves the atom as an
Auger electron (LMM Auger transition). If it reaches the surface, it can be detected as a
charge current. (b) lllustration of fluorescence yield detection. The excited electron decays
by emitting the excess energy in form of an x-ray photon, which is then detected as a probe
of the absorption strength. (c) lllustration of the luminescence yield detection. The x-ray
is transmitted through the sample and excites luminescence in the substrate which can be
measured as probe for the x-ray transmission.

Figure 2.16(a) shows TEY spectra of a Fe3O4 film before and after the correction.

Fluorescence yield

An alternative approach is to not use the Auger decay channel, but using FY. After the
excitation of the 2p electron to the 3d state, it can emit an x-ray photon in order to lose
the excess energy. This is illustrated in Fig. 2.15(b). Fluorescent decay happens with less
efficiency in the sub-1keV region than Auger decay 29] and therefore usually leads to a weaker
signal. It can be helpful, however, for insulating materials that do not allow for EY detection,
or for a higher information depth. Since the depth sensitivity is not limited anymore by the
electron escape depth of about Apyrp =~ 1.5nm, but only by the x-ray attenuation length
of min(As(F)) ~ 15nm. Similar to EY, either all fluorescence photons are counted as total
fluorescence yield (TFY) signal, or only photons of particular energies are selected by energy-
dispersive detectors. This second method is called partial fluorescence yield (PFY). PFY can
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Fig. 2.16: (a) Comparison of the raw TEY data of a 25nm Fe3O4 film and a spectrum
corrected using Eq. (2.37) with \ympp = 15A. (b) Comparison of TEY and TLY data recorded
simultaneously. The L3 line of the TLY is strongly distorted.

be considerably more useful than PEY, because certain valence states of the sample can be

selected by only detecting fluorescence photons of their respective energy [70],

However, FY unfortunately comes with a number of caveats. First, self-absorption of the
fluorescence photons plays a major role. Analogously to Eq. (2.35), an expression for the
number of fluorescence photons dNtry(E, z) from depth z can be derived

1 .
. _Z/(AA(E)SIH(Q)) _Z/AA(Eﬂuor)
dNTry (E, 2) o )\A(E)sin(e)e e dz (2.38)

and integrated to

)\A(Eﬂuor)
AA(Elﬂuor) + AA(E)SIH(O)

. 1 1
Nrpy (E) o (1 — ¢ CREm® TR Eaen)) (2.39)

Here, Equor is the energy of the emitted fluorescence photon and it was assumed that these
photons are detected normal to the sample surface. Different to the TEY case, usually the x-
ray attenuation length A (E) can be expected to be comparable at energies E and Egyor, and
at the maximum absorption, even A (E) < Aa(Efyor). With a solid estimation of Aa (Fayor),
a correction can be attempted, but usually the estimation is not easily available, and often
the distortion is too strong for a satisfying correction 291, There are more sophisticated
approaches to self-absorption correction [73’74], but in any case, special care has to be taken.

Another difficulty particularly for the L edge of transition metals is that the efficiency of
fluorescence decay can vary across the energy range of the L edge of more than a factor of
4 [T This leads to another source of distortion that can only be accounted for by detailed
calculations of the different decay efficiencies of the multiplet states.

Luminescence yield

Another detection technique is offered by total luminescence yield (TLY). It is very attractive
because it is a transmission technique and therefore offers bulk sensitivity even for ultrathin
films. It can be used when the sample substrate can be excited to luminescence by the x-rays
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in the used energy range. The principle is sketched in Fig. 2.15(c). The x-rays are transmitted
through the film and are ultimately absorbed in the substrate. An additional prerequisite
for this detection scheme is therefore that the substrate does not have an absorption edge in
the measured energy range. The excited states in the substrate relax to valence holes, which
then decay by emitting luminescence, which is typically in the optical energy range (29, At
high absorption in the film, most of the x-rays will be absorbed in the film and less photons
are available to produce substrate luminescence. Therefore, the strength of the luminescence
serves as a probe of the absorption in the film and is recorded by a photodiode behind the
substrate. Examples for suitable substrates are AloO3 or MgO, which are frequently used for
FesO4 thin films [76-78]

The interpretation of TLY spectra is easier as in the TFY case, but is limited to film thick-
nesses smaller than the minimal x-ray attenuation length Ap. Otherwise, hardly any x-rays
will reach the substrate and the high absorption parts of the XA spectrum will appear com-
pressed. This is displayed in Fig. 2.16(b). The XA spectra were recorded simultaneously in
TEY and TLY mode for a 25 nm thick Fe3O4 film on MgO(001). They agree very well in low
absorption, but at the L3 peak, at which Ay = 15nm, the TLY peak is heavily suppressed,
making a quantitative evaluation difficult.

2.4.5. X-ray magnetic circular dichroism

A very powerful variation of XAS is offered by the XMCD effect. If two XA spectra are
recorded on a magnetic sample using circularly polarized x-rays with opposite helicities (o
and 07), the spectra I o" and I°” are different for both helicities. Their difference is sensitive
to the magnetic states in the sample and is called XMCD spectrum

Ixmep =19 — 17, (2.40)
and the 'unpolarized’” XAS spectrum can be retained by
Ixas =17 +1° . (2.41)

Figure 2.17(a) introduces the coordinate system for the following explanations. An array of
magnetic atoms is ordered in a sample parallel to the yz-plane. The x-ray propagates in its
xz incidence plane, with an incidence angle 6 to the z-axis. It has a circular polarization o™ ;
the polarization vector € is rotating in the plane normal to the propagation direction. The
quantization axis of the magnetic moments of the atoms is z, and the magnetization direction
follows an outer magnetic field B, in the —z direction.

The dichroic component Ixycp depends on the angle 6 between the polarization plane —
which is normal to the propagation direction of the x-ray — and the magnetization direction
(—z). If the magnetization direction lies in the polarization plane (# = 90°), no XMCD signal
will be observed, and it will be maximal if the magnetization direction stands perpendicular
on the polarization plane (# = 0°). The XMCD signal Ixycp obtained this way is not yet
normalized with respect to the angle. For quantitative comparison, it is more practical to
transform the XAS data I°", I°~ into the absorption coefficients aiﬂ af~ and define the
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Fig. 2.17: (a) Coordinate system of the magnetic sample. The blue arrows indicate the
x-ray's polarization vector. (b) Sketch of the excitation from a spin-orbit split 2p state into
a spin-polarized 3d band without spin-orbit coupling. (c),(d) CTM calculations of the (c)
XAS and (d) XMCD spectra of a Fe2d; cation. XA spectra are displayed for both o+ and o~
helicities, and their sum, the unpolarized XA spectrum. They are normalized to the maximum
of the unpolarized XA spectrum (cf. Eq. (2.41)).

dichroic absorption coefficient

_ (0g" o)
Aaa = cos(6)-DOP ~ (242)

with DOP being the degree of polarization of the x-rays.

In Sec. 2.4.2, the origin of the L edge XAS shape has been explained by dipole excitations
between the multiplet states of the 2p®3d”Y and 2p®3dV+! configurations. The dipole operator
p allows for transitions between states with quantum number differences AJ = —1,0,1,
AS = 0 and AL = +1. This holds true for linearly polarized and unpolarized x-rays.
However, for circularly polarized x-rays, an additional selection rule for the total magnetic
quantum number mj comes into play; for positive helicity (o*) Amy; = +1, for negative
helicity (0~) Amy; = —1. This enables access to the magnetic properties of a material.
This is illustrated in Fig. 2.17(b), in which x-rays excite electrons from an 2p state into
a spin-polarized 3d band, which has more free spin-up (mg =1) than spin-down (mg =|)
states at the Fermi energy. Cyan arrows indicate the transition rates for positive helicity,
and orange for negative helicity. It can be seen that x-rays with both helicities can excite
electrons into both spin bands, but they do so with different efficiency: x-ray photons with
o™ helicity excite more efficiently into the spin-down band, while x-ray photons with o~
helicity can more efficiently excite electrons into the spin-up band. Because more spin-up
states are available than spin-down states, the absorption of ¢~ x-ray photons is stronger
than for o x-ray photons, causing an XMCD signal. This is displayed in Fig. 2.17(c),(d). A
more detailed explanation of the origin of the XMCD effect can be found in Appendix A.

Including XMCD effects into CTM calculations requires a single new parameter, the exchange
field Aexc, which controls the splitting of the m; states. A big splitting will result in a higher
occupation of the lower m ; levels and a higher spin-polarization. Typical values for Aqy. are
in the range of 0 to 50 meV [23,79,80] This is well in the range of typical thermal energies
— for instance, a room temperature of 292 K corresponds to 25 meV, which means that the
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splitting of the m; levels can be thermally overcome. If the thermal energy is much bigger
than the splitting due to the exchange field, the XMCD effect will vanish. If the energy terms
are in a similar range, their spectral shape remains equal, but are reduced in intensity 29],
In all calculations in this work, thermal population of higher energy levels is accounted for

by a Boltzmann distribution.

Additionally, the cubic symmetry introduced by the crystal field has to be lowered further to
tetragonal, because the magnetization direction along a certain crystal axis lifts the fourfold
rotational symmetry.

Sum Rules

A very widespread analysis technique of XMCD data are the sum rules 81-83] These allow
to extract the spin and the orbital momentum of the electrons from the XAS and XMCD
spectra. As discussed in Appendix A, the origin of the —1 : 1 XMCD ratio at the Ls and Lo
edge, Ar, + Ar, = 0, is an expression of the fact that the 2p spin-orbit coupling splits the 2p
states into L + S and the L — S states, and is true if the magnetic moment is purely a spin
moment. For this reason, the deviation from this ratio is a measure of the orbital moment,

4 [p o7 = 1°7)dE 4Ap, +Ap,

—SfL3+L2(IU+ —i—IU_)dE "B = _g AXAS

Lorb = NRUB - (2.43)

The spin moment itself is proportional to the total amplitude of the oppositely oriented areas
(ALS -2 AL2)

_6ng([‘7Jr —1°7)dE — 4fL3_~_L2(IC’Jr —I°7)dE

Ict 4+ [°7)dE

_ 2- (AL3 — 2AL2)
AxAS

Hspin +7 <fz> -

“NMpUB
fL3+L2(

*NMhUuB - (2.44)

In these equations, up is the Bohr magneton and ny is number of 3d holes per formula
unit. For instance, Fe3O4 has ny, = 14 holes per formula unit, 4 stemming from the Fe2g
species and 5 each from the Feld and Fedd species®. The obtained moments then also refer
to one formula unit of Fe304. The spin moment fipi, is never obtained alone, but always
together with the expectation value of the magnetic dipole operator <fz>, which is usually
not known. However, in most publications it is considered to be small and consequently
omitted [23:85:86] In Ref. [79], it is estimated to contribute about 2% to the spin moment for
Fe?" cations and 0.007% for Fe3T cations. It has to be noted, however, that in Ref. [84] the
contribution by 7 <fz> is estimated per local spin density approximation calculations to be
about 4% per octahedral cation. We will omit the term in the following, but the uncertainty
introduced by it should be kept in mind.

The sum rules are very attractive because they can easily be applied to experimental data
by extracting the areas Axas, Ar, and Ay, from the XA and XMCD spectra. The typical
way to do this is explained in Fig. 2.18 [82], Figure 2.18(a) sketches a typical layout for an
XAS/XMCD experiment: A magnetic field is applied parallel to the film plane to determine

8Due to charge transfer effects, n, might deviate from 14. Some publications use ny, = 13.5 instead, as

derived from local spin density approximation calculations [84].
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Fig. 2.18: (a) Sketch of an XMCD experiment. A magnetic field is applied in-plane to set
the magnetization axis. Circularly polarized x-rays hit the sample under an angle 6. (b) XAS
data from a Fe3O4 film in red. A step function is plotted grey as background, and the blue
line (right y-axis) represents the integral over the XA spectrum. The area Axas=r beneath
the XA spectrum is green. (c) XMCD data corresponding to the XA data in (b). Blue is the
integral over the XMCD spectrum. Dark red is the area beneath the L3 edge Aj,, and light
red the area beneath the Ly edge A;,. g is the value of the integral above the L3 edge, p the
value above both edges.

the magnetization axis. The x-rays are circularly polarized with a polarization degree DOP
and hit the sample under an angle of §. The unpolarized XA spectrum and the XMCD
spectrum are obtained according to Egs. (2.41) and (2.40), and are shown in Figs. 2.18(b),(c),
respectively, for a Fe3Oy4 film. For the XA spectrum, a step-function has to be subtracted
as background (grey line), and subsequently the integral is taken across the entire Lo 3 edge
(blue line). The value of the integral r = Axas can be taken in the flat region above the Lo
edge. Similarly, the integral over the XMCD spectrum is shown as blue line in Fig. 2.18(c).
The value ¢ = Ay, is taken in the flat region of the integral above L3, and p = A, + Ar, is
taken from above the Lo edge. With these, Egs. (2.43) and (2.44) become

—4q 1

ob = —2 g 2.4
forb = T3, 7 T TIWIB DOP - cos(0) (245)

—(6p — 4q) 1
coin = C' - . . 2.4
Hsp ¢ r "B R oPp cos(#) (246)

The experimental parameters DOP and 6 are accounted for in the last term, and C is a
correction factor due to electron-electron Coulomb interaction across the 2p state, as will be
discussed in the following.

The sum rules are based on the assumption that the large spin-orbit interaction fully separates
the L3 from the Lo edge. This is mostly justified, however, the electron-electron Coulomb
interaction does still cause a multiplet mixing even between 2p3/; and 2p /; states. Teramura
et al. performed atomic multiplet calculations in order to estimate the impact of the electron-
electron Coulomb interaction on the sum rule results, and calculate the correction factor C.
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cation | Fe?t Fe3t Ni2t Ni?t  Co2t Codt

C 1.143 146 1.08 1.083 1.086 1.144

Tab. 2.4: Coulomb correction factors of transition metal cations for the spin sum rule as
determined by Teramura et al. [79] Determined for crystal fields with 10Dg= 1.5€eV and an
exchange field of Age = 10 meV.

The results are summarized in Tab. 2.4 for some transition metal cations.

2.5. X-ray reflectivity

XRR is a technique that can be used to determine electron density depth profiles of thin film
samples. It is based on the interference between x-rays that are reflected from the surface
and the interfaces of a thin film samples. The reflection of an x-ray beam depends on the
wavelength A, the incident angle 6 and the profile of the refractive index n,(z) along the film
depth z perpendicular to the film surface. Therefore, by measuring the reflected intensity
I,(0) as a function of incidence angle 6, the optical density of the film can be retrieved,
including film thicknesses d and roughnesses o. More complete descriptions of XRR can be
found in Refs. [30,31].

Figure 2.19(a) shows the reflection of an x-ray of wave vector k; from an interface. It hits the
interface of two optical media, with refractive indices n,; and n,o, under a glancing angle 6°.
Some of the x-ray intensity will be reflected (ky) under the same reflection angle, 0, and
some will be refracted (k;) into the second medium under the refraction angle §’. Because
the incident and the emergent angle are identical, the momentum transfer vector

q=k;—k; (2.47)

is always perpendicular to the interface. In order to arrive at a representation that does
not depend on the x-ray energy, the total value of the momentum transfer vector ¢, can be
conveniently used instead of the incident angle 6

4 .
lal = ¢- = —-sin(0) . (2.48)
The relation between the angles 6’ and 6 is given by Snell’s law [31]
nr1 - cos(f) = ny - cos(f) . (2.49)

In the case of x-rays, the refractive index n, is very close to 1 for almost all materials.
As already briefly mentioned in Sec. 2.4.4, usually only its deviations from 1 are given,
represented by the form

ne=1-—05+ip. (2.34)

9Please note that in optics, the incident angle 6 usually refers to the angle from the surface normal. However,
in x-ray reflection and diffraction, # conventionally denotes the glancing angle.
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(@)

Fig. 2.19: (a) An x-ray k; hitting an interface between two optical media with refractive
indices ny; and ny under an angle 6 is partly reflected (k¢) and partly refracted (k) under the
refraction angle #’. 'p’ and 's’ indicate the polarization axes, and q is the scattering vector.
(b) Reflectivity from a multilayer. At each interface of the multilayer, x-rays are reflected and
refracted according to the Fresnel coefficient r;; and ¢;;, coming from layer i to layer j. For
x-rays, incident, emergent and refracted angles are approximately identical. Solid arrows are
first-order reflected partial beams, dashed arrows indicate beams that were reflected twice.

The real part ¢ is called the optical dispersion, and the imaginary part S is called the optical
absorption of the material, and both typically range from § ~ 1076, 3 ~ 107® in the hard
x-ray region to 6,8 ~ 1072 in the soft x-ray region. The dispersion 6§ and the absorption j3
are closely related to the atomic scattering factors f; and fo, which have been discussed in
Eq. (2.34) in Sec. 2.4.4:

N To )\2 ro )\2 ny A

fi= o Pe B = fo=-—aa
s

N To )\2 ny
2 A7 ’

2T

5 (2.50)

with pe being the electron density.

The refractive index in the vacuum is n,; = 1, and for all materials smaller than one (save
for absorption edges), nyo < 1. If an x-ray enters a solid from the vacuum, Snell’s law Eq.

(2.49) requires for the refracted angle ¢’
cos(') = firt -cos(f) >1 . (2.51)

nr2

However, this inequality is violated if # is smaller than a critical angle

Ocrit = arccos(@) ~ V20
nr1

In that case, Eq. (2.51) has no real solution for ', and total reflection occurs.

The fraction of the reflected intensity |r|> = % is given by the Fresnel coeflicients [30]
kf z kt z
r= . 2.52
kf,z + kt,z ( )

Here, k¢, and ki, are the z-components of the reflected wave vector k¢ and the refracted
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Fig. 2.20: (a) Simulated depth profiles of the optical constants §,8 of a thin film system
consisting of a substrate (layer 0) and two thin films (layer 1 and layer 2). (b) XRR simulations
for the reflection from a bare substrate (layer 0 in (a)), a single layer of 100 A thickness (layer
0 + layer 1), two layers of 100 A and 43 A thickness (layer 0 + layer 1 +layer 2).

wave vector kg in Fig. 2.19(a). In terms of angles, this can be written as [30]

T -8in(6) — nyo - sin(0’) ~ npy-sin(0’) — nyo - sin(6)
* ngpesin(@) +ngosin(@) 7 P nyp -sin(@) 4 nga - sin(0)

(2.53)

for x-rays with the electrical field vector perpendicular (s-polarization, r5) and parallel (p-
polarization, rp,) to the scattering plane. For hard x-rays, for which 6 ~ ', the coefficients
barely change for the two polarization channels; however, the polarization becomes important
for soft x-rays, and especially at resonant energies, as will be discussed in detail in Sec. 2.6.

If an x-ray illuminates a multilayer sample, at each interface of these layers reflection and
refraction occurs, characterized by the Fresnel coefficients 7; ;41 and ¢; ;41 at the interface
between layers j and j + 1, and the total reflected intensity will be a superposition of all
partial waves leaving the sample, as sketched in Fig. 2.19(b). The Fresnel coefficients have
been used by Parratt to create a recursive algorithm which determines the reflected intensity
from a multilayer system [87], By posing the continuity condition that at each interface the
amplitudes F of the transmitted and reflected waves have to be continous and follow the
Fresnel coefficients r, the ratio of reflected E® and transmitted amplitude ET at an interface

between layers j and j + 1 is (30]
R ik, iy1ds
R B it Ry jesetet i IR _ |py 2 2.54
WAL T BT T R ik, r1dj11 Iz = [Ro|” (2.54)
i + 741 A1 oIS 0

with layer thicknesses d;. IR is the measured reflected intensity, and requires only knowledge
of Ry, which can be recursively obtained assuming that no x-rays are transmitted from the
substrate. By introducing the phase factor, interference effects from different partial waves
that traveled different path lengths are introduced.

In order to model real sample systems, roughnesses o between all layers have to be accounted
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for, since actual interfaces are usually not sharp. Omne popular way to achieve this was
introduced by Névot and Crocet [88]
roughness, the problem can be solved analytically by simply modifying the Fresnel coefficient
with an exponential damping factor

. By assuming an error function-shape of the interface

P = 1y gpaeFeikene, (2.55)
Here, k. ; is the normal components of the wave vector in layer j. This modified expression
for the Fresnel coefficient is then inserted into Eq. 2.54. The error function profile has the
advantage that it leads to a simple exponential factor for the Fresnel coefficient, and allows
to continue to use the Parrat algorithm. However, it is quite limiting, because real roughness
profiles may deviate from an error function profile 30,31 1t also produces bad results in
cases for which the film thicknesses are similar to the roughnesses. An alternative, more
flexible way to model the roughness is to represent the interface regions by a series of very
thin layers with continuously changing density. This technique is preferable, but usually more
demanding in terms of computing. In practice, several softwares for XRR fitting already exist
and implement the Parratt algorithm described above, and can be used to fit reflectivity
data 39, For this work, the software ReMagX by Sebastian Macke has been used, which
specializes in magnetic reflectivity fits [30] Those will be described in more detail in Sec. 2.6.

Some example simulations using the Parratt formalism are shown in Fig. 2.20. A model for
the depth profile of the absorption $(z) and the dispersion d(z) of a double layer sample are
displayed in Fig. 2.20(a). The XRR signals resulting from this double layer according to the
Parratt formalism outlined above are shown in Fig. 2.20(b). For the bare substrate without
a film on top, the grey curve is obtained. For small angles, total reflection occurs, visible as
a small plateau. After that, the intensity drops with a characteristic o< ¢;# proportion. If a
single layer is added (orange line), interference of the partial waves reflected at the surface
and at the substrate interface lead to periodic maxima and minima, called Kiessig fringes.
In the case of a single layer, from the length Ag, ~ 27” of such a fringe the film thickness d
can be immediately determined. In a system of 2 layers of different thicknesses (43 A on top
of 100 A, cyan line), a superposition of two oscillations — caused by the 2 layer thicknesses —
emerges. The strategy in an XRR experiment is to record the XRR curves from a sample,
and then to find a model for optical depth profiles, like those in Fig. 2.20(a), which reproduce

the data.

2.6. X-ray resonant magnetic reflectivity

XRMR is a combination of XMCD and XRR. It is either performed by recording two sub-
sequent XRR curves with positive and negative helicity at resonant x-ray energies. Alterna-
tively, the two XRR curves can be recorded using the same x-ray helicity, but with opposite
magnetization direction.

The XMCD spectrum is simply the difference between the XAS signals from measurements
with left circularly and right circularly polarized x-rays. As discussed in Sec. 2.4.4, the
XAS signal is proportional to the atomic scattering factor fs and, via the Kramers-Kronig
transformation, to fi. These in turn are closely related to the optical constants 6 and 3 by
Eq. (2.50), which determine the shape of the XRR curves. At a dichroic resonance, the XAS
intensity is different for both helicities. Accordingly, also fo differs, and so do the optical
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Fig. 2.21: (a) Optical absorption /3 of a Fe3O4 film for left and right circularly polarized
x-rays, acquired from an XAS measurement at the Fe L edge. (b) Magnetooptical absorption
Ap, obtained from the difference of the curves in (a) (cf. Eq. (2.57)). (c) Optical dispersion
d for both helicities, derived as Kramers-Kronig transform of the curves in (a). (d) The
magnetooptical dispersion A¢ is the half the difference of the curves in (c) (cf. Eq. (2.56)).

constants for both helicities from the non-dichroic parts dg, By by AJ,AS [30]

5 = 5o+ AS-cos(0) 50=‘S+;5_ : M:(ﬁf— , (2.56)
+ 48 +_ g A
B =By F AB-cos(d) 50:& M:u_iﬂ (2.57)

2 2 4m 2
Here, 0 is the incidence angle of the x-ray, and it is assumed that the magnetization direction is
in-plane and parallel to the x-ray propagation, according to Fig. 2.17. Figure 2.21 illustrates
the 4 quantities dg, B, Ad and AS. In Fig. 2.21(a), the optical absorption [ is shown of
a Fe3Oy film is shown for x-rays of different helicities at the Fe L edge, obtained from XAS
data. The half of their difference, the magnetooptical absorption AfS, is proportional to the
XMCD spectrum ap (cf. Fig. 2.18(c)) and plotted in Fig. 2.21(b). The Kramers-Kronig
transformation of the curves in Fig. 2.21(a) leads to the dispersion § for both helicities in
Fig. 2.21(c), and half their difference is the magnetooptical dispersion Ad displayed in Fig.
2.21(d). The optical constants for unpolarized x-rays, dg and Sy, are obtained as the averages
of the values for the two helicities.

From these relations, the mechanism of XRMR can be already fully understood. If two XRR
curves are recorded using left and right circularly polarized x-rays and at an x-ray energy F.
which coincides with a dichroic resonance, the x-rays experience different optical constants
5, and produce different reflectivity curves I™ and I~. Their normalized difference is called

the asymmetry ratio [90]
It —1I-
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Fig. 2.22: (a) Model optical depth profiles §(z),8(z) (filled blue and red areas) and magne-
tooptical depth profiles Ad(z),AB(z) (hatched blue and red areas) for a single film illuminated
at a resonant x-ray energy. Magnetooptical profiles are multiplied by 5 for better visibility.
(b) Simulation of the reflectivity curves I, I~ resulting from the simulated sample in (a)
with x-ray helicities o and o, respectively. (c) Asymmetry ratio obtained as the normalized
difference of the curves in (a) (cf. Eq. (2.58)).

and their sum gives the non-dichroic, resonant XRR curve

+ -
SN A (2.59)
2

As can be seen in Figs. 2.21(a),(c), the optical constant absorption 3 is considerably enhanced
at the resonance L3, and the dispersion § even becomes negative. Additionally, both differ
depending for x-rays with different helicities. At such a resonance, the optical depth profiles
of a single homogeneously magnetized layer of 100 A thickness may be represented like in
Fig. 2.22(a). Shown are depth profiles of the unpolarized optical constants do(z),50(z) and of
the magnetooptical constants Ad(z) and AB(z). Simulated dichroic reflectivity curves I and
I~ for this model are shown in Fig. 2.22(b). The frequency of the Kiessig fringes is identical
between both reflectivity curves, but slightly out-of-phase, due to a magnetically induced
difference in dispersion for both helicities, and with less pronounced oscillation amplitudes
for I, due to a higher absorption for the o helicity. The resulting asymmetry ratio AT is
shown in Fig. 2.22(c).

Analyzing XRMR data again requires to find a model for these depth profiles which reproduce
the data. To this end, first the non-dichroic reflectivity curve Iy is fitted to find a model
for the optical depth profiles dp(z) and B(z)p. On this foundation, a model for the two
magnetooptical depth profiles, Ad(z) and AB(z), represented in Fig. 2.22(c) as blue and
red hatched areas, has to be found which produce a fit to the experimental asymmetry ratio
AIR. This procedure is equivalent to simply fitting both XRR curves I* and I, with the
advantage that the structural and the magnetic properties are separated already during the
modeling of the depth profiles. As discussed before, A3 is proportional to the XMCD signal,
so that the magnetooptical depth profile AS(z) can be interpreted as a depth profile of the
XMCD signal at energy FE,. This allows a deduction of the magnetization of a film along
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its sample depth, and thus the identification of magnetic dead layers or layers of magnetic
enhancement.

However, the Parratt algorithm is not a good choice for the fitting of XRMR, curves. Gener-
ally, the x-ray polarization changes while the x-ray propagates through the material, which
is not accounted for in the Parratt algorithm 30]. The Parratt algorithm treats the polar-
ization channels 'p’ and ’s’ independently from one another, which becomes inaccurate for
soft x-rays and especially for resonant energies, as discussed in Sec. 2.5. The full treatment
of the polarization can be achieved by finding a solution of a stable electric field of the x-
ray E settling in the layer system. Assuming a time-dependence of the electric field of the
form E(r,t) = E(r)e~™?!, the following differential equation can be derived from the Maxwell
equations (30]

VZE-V(V-E)=-k2€E . (2.60)

The dielectric tensor €(r) defines the interaction of the material with the electric field, anal-
ogously to the optical index n, in the Parratt algorithm; in an isotropic film, it is simply
€ =n2 1, and the results are identical to the Parratt results. Like the optical index n,, it is
assumed that the dielectric tensor € is constant within each film, and therefore only changes
spatially in the z direction, €(r) = €(z). As boundary conditions, it is imposed that the
in-plane components of the electric field E and the magnetic field B are continuous at the
interfaces, analogous to the Parratt case. The solution then represents the stable wave field
forming in the film system. From the amplitude of this wave entering the vacuum from the
sample surface, the reflectivity Ry can be retrieved. Because all components of the electric
field are calculated, polarization is inherently accounted for. Equation (2.60) can be ana-
lytically solved (please refer to Ref. [30]), but is more computing intensive than the Parratt
algorithm.

All necessary formalisms for the analysis of XRMR data have been implemented by Sebastian
Macke into his software ReMagX [30],

2.7. X-ray diffraction

XRD is a method to study the periodic structure of crystals. It is based on the interference
of x-rays which are scattered at the electron distribution of the periodically arranged crystal
planes. This can be understood in terms of the famous Bragg equation, which is illustrated
in Fig. 2.23. An x-ray with incident wave vector k; and wavelength A falls onto a lattice
plane (HKL) under an angle 6, and is reflected under the same angle with a wave vector
k;. Similarly as for XRR, this scattering process is characterized by the scattering vector
q = k¢ — k;. Because of the periodic structure of the crystal, an equivalent lattice plane can
be found at distance dg . The same happens at each equivalent lattice plane of the crystal,
so that from each of these scattering processes a partial wave with parallel wave vector k¢,
but with a path difference 2-As = 2-dyky -sin(f) leaves the crystal. The interference of
these partial waves is constructive if the path difference is equal to a multitude of the x-ray
wavelength A

2 As=2dggr-sin(f)=n\ , neN . (2.61)
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2.7. X-ray diffraction

Fig. 2.23: lllustration of the Bragg con-
dition. An x-ray with wave vector k;
falls on to a lattice plane (blue lines)

| under the angle 6 and is reflected un-

der the same angle. An equivalent x-
ray reflected from a parallel lattice plane
is scattered into the same direction, but
with a path difference 2- As. Blue arrow
is the scattering vector q of the scatter-

/ ing process.

This condition is called Bragg condition, and if it is fulfilled, a bright x-ray reflection — called
Bragg reflection — is observed under the angle 6 (provided the reflection is not structurally
forbidden, as will be explained very soon) [91],

A less intuitive, but mathematically more convenient way to identify those scattering vectors
q which cause a Bragg reflection are the Laue equations [92]

q-a=2rH , q-b=2rK , q-c=2nrL , HKLecZ . (2.62)

a, b and c are the basis vectors of the lattice as introduced in Sec. 2.1, and H, K, L are the
Miller indices. If q fulfills these equations, a Bragg reflection from the lattice plane (HKL)
is observed. These equations open the avenue to construct a set of basis vectors a*, b* and
c* so that each reciprocal lattice vector

G=H-a"+K-b"+L-c" (2.63)

fulfills the Laue equations q = G. These basis vectors can be obtained from the basis vectors
of the crystal lattice a, b and ¢

b xc cxa axb
-9 b*=27r—"% = 2.64
a 7Ta-(bxc) ’ 7Ta-(bxc) ¢ 7Ta-(bxc) (2:64)

a*, b* and c¢* have the dimension of an inverse length, usually given in A~!, and — analogously
to a, b and c forming the crystal lattice — they form the reciprocal lattice. Each point of this
reciprocal lattice G represents a scattering vector that potentially produces a Bragg reflection
if it is structurally allowed. These reflections are labeled by the Miller indices H K L used to
construct G (cf. Eq. (2.63)).

The Bragg and the Laue equations can be used to identify the possible positions of the
reflections from a crystal, but they do not offer information about their brightness. In order
to determine the intensity of the peaks, the scattering processes from the individual atoms
and from the unit cell have to be taken into account.
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Fig. 2.24: (a) Dependence of the atomic form factor fy(g) on the scattering vector ¢. At
q =0, fo(0) = Z. Data taken from Ref. [93]. (b) fi(Epn) and (c) f2(Epn) as functions
of the photon energy. Red lines indicate resonances, at which the tabulated values become
inaccurate. Data taken from Ref. [48].

Atomic form factor

Responsible for the x-ray scattering from an atom is mostly the Thomson scattering from its
electrons. In an atom with an electron density p(r), the scattering amplitude scales with the
atomic form factor

fola) = / p(0)e T (2.65)

which is simply the Fourier transformation of the electron density. For practical purposes,
p(r) can be well approximated as spherical, so that the atomic form factor only depends
on the absolute value of q, fo(q) = fo(g), and may be represented as a sum of 4 Gaussian
functions

(2.66)

The values for a;,b; and ¢ are tabulated for many ions in Ref. [93]. For ¢ = 0, the form factor
simply becomes the atomic number, fy(0) = Z.

For a complete description, the assumption that the scattering from the electrons of an atom
is the same as the scattering from a cloud of free electrons, is too simple and has to be

extended by two energy dependent terms [31]
f(Qa E) = fO(Q) + f,(Eph) +if2(Eph) . (267)
—_—

=f1 (Q7Eph)

The terms fi(q, Epn) and fa(FEpn) can be identified with the atomic scattering factors in-
troduced in Sec. 2.4.4, for which the dependence of fi(g, Epn) on the scattering vector ¢
was omitted. For atomic iron (Z = 26), fo(q) is shown as a function of ¢ in Fig. 2.24(a),
and f1(0, Epn) and fo(Epy) are depicted in Figs. 2.24(b),(c) as functions of the photon en-
ergy Epp. It can be seen that for high photon energies (Epn > 20keV) f1(0, Epn) tends to
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2.7. X-ray diffraction

fi = fo(0) = Z and f2 approaches 0. This means that in the case of iron, for energies
Eon > 20keV, f(q, E) = fo(q), effectively meaning that the Thomson scattering picture
becomes accurate. For these high energies, the x-rays are only weakly interacting with the
matter. Refraction and absorption can be neglected, because for x-rays the refractive index
ny is close to 1, and multiple scattering is disregarded as well due to the very small scattering
cross section. This framework is then called kinematical approximation.

Structure factor

The structure factor F'(q) takes into account the structure of the unit cell to the scattering
process. It is given by the sum over the scattering amplitudes of all atoms j in the unit cell

F(q) = Z filge . (2.68)

The consequence of this term is that x-rays scattered from different atoms in the unit cell may
interfere constructively or destructively with each other, so that the intensity of each Bragg
reflection varies. In fact, a reflection H K L which fulfills the Laue equations can even have
zero intensity, and thus be invisible. Those reflections are called forbidden reflections. For
instance, a simple cubic lattice has only a single atom per unit cell at position ro = (0,0, 0),
so that the structure factor F/(q) = f(q) has intensity for all Bragg reflections allowed by the
lattice, only dampened for high ¢ due to the atomic form factor. In contrast, a body-centered
111

cubic has an additional atom at the position r; = (3, 3, 3), and the structure factor is

FP(q) = f(q) + f(q) - e THHEHL) = f(q) - (1 4 e mHAHEHD))

If the sum (H + K + L) is an uneven number, e~ *"(H+K+L) — _1 and consequently FP = 0,
and the corresponding reflection has no intensity. That means, for example the (002) or the
(222) reflections are visible for bee lattices, but the (111) or the (003) reflections are not.
These invisible reflections are called structurally forbidden. This effect leads to a unique
diffraction pattern for each crystal structure.

Debye-Waller factor

A modification of the atomic form factor becomes necessary due to the fact that in a real
crystal the atom positions which have been considered rigid in the previous description are
merely average positions about which the atoms are vibrating. These vibrations occur even
at 0K, but are strongly amplified thermally at finite temperatures. They can be accounted
for by an exponential term

2

fP(q) = folg)e T, (2.69)

into which the scattering vector amplitude enters quadratically. This has the consequence
that because of thermal vibrations, the intensity of reflections with higher scattering vectors
(and thus, higher HK L values) are stronger damped, but their width is not increased.
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Scattering from a crystal

The scattering amplitude from a single crystal is given by

62

AlQ) =403 Y fP(gears eam o= S (2.70)
n J

mec? Ry

structure factor F(q)

Ap is the incident wave amplitude and C' is a constant stemming from the Thomson scattering
at an individual electron. The first sum spans over all unit cells n at positions r,, and the
second sum is the structure factor, including all atoms j at position r; in a single unit cell.

2.8. Thin film and surface diffraction

For an infinite three-dimensional crystal, the scattering vector q has to satisfy one Laue
condition for each of the three dimensions, and the resulting Bragg peaks are perfectly sharp
points in reciprocal space, as illustrated in Fig. 2.25(a). For a two-dimensional crystal,
only two Laue conditions exist and instead of zero-dimensional Bragg peaks, x-ray diffraction
produces one-dimensional diffraction rods, shown in Fig. 2.25(b). In this work, diffraction is
used to study surfaces and thin films. A crystal surface can be regarded as infinite laterally,
but is semi-infinite vertically, since it has to be truncated in one direction to exhibit a surface.
The surface of such a semi-infinite crystal produces Bragg spots which are vertically smeared
out, depicted in Fig. 2.25(c). These are called crystal truncation rods (CTR). The diffraction
pattern of a thin film shows diffraction spots together with oscillations along the vertical
direction, stemming from the interference between x-rays scattered at the individual atomic
layers of the film. These oscillations are known as Laue fringes and are illustrated in Fig.
2.25(d).

An instructive way to derive these behaviors is to rewrite the scattered amplitude of a crystal
(cf. Eq. (2.70)) by representing the vector r,, pointing to the origin of the unit cell n through
the lattice vectors

r, = nia+nsb+ngc . (2.71)

Equation 2.70 then becomes [32]

N1—1Na—1N3—1

Al@ =AC) Y F(q) Y > ) earmatnebine (2.72)
n o j ni n2 n3

These sums can be identified as geometric sums and represented by the N-slit function Sy (x)

s inx 1- eixN
n=0
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Fig. 2.25: Diffraction patterns from different crystal types. (a) Diffraction from an infinite 3D
crystal results in point-like Bragg peaks. (b) A 2D crystal lying in the horizontal plane produces
diffraction rods in the vertical direction. (c) Diffraction from the surface of a semi-infinite
crystal gives Bragg peaks that are vertically smeared out into CTRs. (d) Diffraction from a
thin film leads to CTRs superposed by Laue oscillations. Image adapted from Refs. [32,94],
recreated after a design by Martin Hoppe.

With this, Eq. (2.72) can be expressed as a product of N-slit functions
A(q) = AoCF(q)-Sn,(q-a) Sny(q-b)-Sn;(q-¢c) (2.74)

If N approaches infinity, the N-slit function becomes a sum of 6 functions
oo
limy oSy () = Y 8(x —2m-n) . (2.75)
n=0

For an infinite crystal, this reproduces the sharp Bragg spots as expected.

The scattering amplitude is a complex quantity and accessible in a diffraction experiment
usually only as its square modulus in terms of the scattered intensity

For this reason, the properties of the N-slit function that are reflected in experiments are also
mostly those of its square modulus

sin?(Nz/2)

|SN($)|2 - sin2(:n/2)

(2.76)

The function |Sy(x)|? is plotted in Fig. 2.26(a) for N = 3 and N = 6 (which can be inter-
preted as a one-dimensional crystal consisting of 3 and 6 unit cells, respectively). At integer
multiples of 2w, x = 27 - n, the N-slit function has strong main maxima, and in between it
exhibits N — 2 side maxima. The amplitude of the main maxima is N2, and their full-width
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Fig. 2.26: (a) Square modulus of the N-slit function for N=3 and N=6, adapted from
Ref. [32]. (b) FWHM of the main maxima (black squares, left axis) and maximum of |Sy/(z)|?
(red, right axis) as a function of N. (c) Square modulus of the N-slit function for N=600 (red),
in semi-logarithmic scale. Blue is a Pseudo-Voigt profile enveloping the rapidly oscillating N-slit
function.

half maximum value (FWHM) is (95
2m
FWHM=K- = . K=089 . (2.77)

This means that as N increases, the main maxima become sharper and higher, while the
side maxima become more numerous and smaller. The FWHM and the intensity of the main
maxima are displayed in Fig. 2.26(b) (black and red, respectively).

Returning to the interpretation in terms of x-ray diffraction, the main maxima can be iden-
tified as the Bragg peaks, and the side maxima as the Laue fringes seen in Fig. 2.25(d). The
number of Laue fringes between two Bragg peaks scale as N — 2 with the number of unit
cells. Equation 2.77 is known as the Scherrer formula, and is a very useful tool to determine
the size of the crystalline domains in a sample 95]. K is the shape factor. In the ideal case
of a block-shaped crystal as assumed here, it takes the value K = 0.89, but in practice it
depends on the actual shape of the crystallites. It typically is about K ~ 0.89... 0.94 [96], By
analyzing the FWHM of a Bragg peak, it is possible to derive the average number N of unit
cells per crystallite of a film in a given direction, even if no Laue oscillations are visible.

With this, it is easy to understand the origin of the diffraction patterns in Fig. 2.25. As
already noticed, for a thin film with a small number of atomic layers IV, the main maxima
correspond to the diffraction spots, and the side maxima to the Laue fringes, as illustrated in
Fig. 2.25(d). If a crystal becomes very large in one direction and the number of unit cells N
approaches infinity, the N-slit function Sy (x) of that direction in Eq. (2.74) can be replaced
by a d-function, according to Eq. (2.75). In that case, the reflection becomes infinitely sharp
and bright in the corresponding dimension. If the crystal is infinite in all three dimensions,
this results in Bragg spots, and if it is only infinite in two dimensions, diffraction rods occur
(cf. Figs. 2.25(a),(b)).

The shape of CTRs between the Bragg spots can be understood by the behavior of the N-slit
function for large, but finite N. The numerator sin?( Nz/2) will be rapidly oscillating between
0 and 1, and can be approximated by its average value 1/2, so that the N-slit function itself
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(2.78)
To illustrate the consequence for the diffraction pattern, an N-slit function |Sy,(q-)c|? for
N3 = 600 is shown in Fig. 2.26(c). Note that the intensity axis is in on a logarithmic scale.
The N-slit function (red) oscillates rapidly with the scattering vector q, and approaches the
form of Eq. (2.78) (blue), resembling the smeared out intensity distribution sketched in Fig.
2.25(c). The distinct diffraction pattern of CTRs can therefore be understood as an N-slit
function with a frequency too high to be experimentally resolved. Note that the description
by Eq. (2.78) is only an approximation and fails close to the Bragg peaks, since for z = 0, it
becomes infinite. In order to lift this restriction, the N-slit function limit for large N can be

slightly altered to (32]
! 1
Sy(z) = 1_ i (2.79)

where € is an absorption parameter, effectively suppressing diffracted amplitude coming from
the deeper layers of the semi-infinite crystal.

In order to describe the diffraction pattern of a thin film on a substrate, the amplitudes of
both, as given in Eq. (2.72), have to be added

A(Q) = Asubstrate(q) + el q‘pAﬁlm(Q) . (280)

The vector p is a phase vector that describes the shift between the two crystals at the in-
terface. The results for a simulated sample system can be seen in Fig. 2.27. It resembles
the situation of Fe3O4/MgO(001), with the film lattice constant being 99.7% of the substrate
lattice constant, and a shift of p = 1.5 - cgyp between the interfaces. Figure 2.27(b) shows the
simulated results for the film and the substrate individually, and the full system. The diffrac-
tion pattern from the full system is the sum of the amplitudes A(q), not of the intensities
|A(q)|?, and therefore differs from the direct sum by their phase factors.
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3. Maternials

This work focuses on ultrathin films of the iron oxide magnetite (Fe3O4) which are grown by
RMBE. As substrates, MgO(001) and SrTiO3(001) were used. Additionally, the antiferro-
magnet NiO served as an interlayer material to create Fe3O4/NiO/MgO(001) bilayers. For
this reason, these four materials will be introduced here.

Besides magnetite, there exist other iron oxide phases: wiistite (Fe;_sO), maghemite (y-Fe3O3)
and hematite («-Fe2O3). Because these can, depending on the preparation conditions, form

instead or alongside magnetite, they will be discussed as well. Finally, some additional prop-

erties which specifically emerge in FezO4 thin films will be discussed. The basic information

about the iron oxides presented here stem from in Ref. [97]. The unit cell figures have been

created with the software VESTA (98],
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Fig. 3.1: (a) Calculated phase diagram as a function of oxygen pressure and temperature for
bulk iron oxide, taken from Ref. [99], data extracted using the software WebPlotDigitizer [100]
(b) Phase diagram of ultrathin iron oxide films grown by RMBE on MgO(001) at a substrate
temperature of 250°C, as a function of film thickness and oxygen pressure, taken from Ref.
[101]. Colored areas are a guide to the eye.

3.1. Iron oxides

Iron oxides exist in several phases. The lowest oxidation state is represented by wiistite
(Fe;_50), which contains exclusively divalent Fe? cations. The highest oxidized iron oxide
phase, FesO3, occurs in two modifications: hematite (x-FeaO3) and maghemite (y-FesOs3),
which only contain trivalent Fe3* cations. Hematite rarely forms on the substrates used
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3.1. lron oxides

in this work and will therefore not be discussed here. Magnetite is an iron oxide of mixed
valency — it contains both Fe?* and Fe?* cations.

Which phase of iron oxide is the most stable depends on the environmental conditions.
Figure 3.1(a) shows a phase diagram of the iron oxides for bulk materials calculated by
Ketteler et al. [99], indicating that at ambient conditions FeyOs, is the most stable phase,
while Fe;_sO is stable only in a very small range of conditions. Figure 3.1(b) depicts a
phase diagram for ultrathin iron oxide films grown on MgO(001) by RMBE at a substrate
temperature of 250°C, obtained by Alraddadi et al. [101] " Their preparation resembles very
closely the samples used in this work!. For lower film thicknesses, preferably lower-oxidized
iron oxides form, and Fe3zOy is only the preferred phase for an intermediate range of oxygen
pressures and film thicknesses.

3.1.1. Magnetite (Fe;0,)

Magnetite is a half-metal at high temperatures, with a band gap of about 0.1eV 97 and a
specific resistivity in the range of ¢ = 1072 — 1074 Q- m [103], Below a temperature of about
120K, it undergoes a phase transition called the Verwey transition: its crystal structure
changes from cubic to monoclinic, and it becomes insulating. All measurements in this work
have been performed in the high-temperature phase, so that the explanations in the following
will be restricted to this case.

Crystal structure

Magnetite’s crystal structure above the Verwey transition temperature is depicted in Fig.
3.2(a), showing a single unit cell with a lattice constant of ape,0, = 8.3964 A. The spinel
structure can be described as consisting of three face-centered cubic sublattices: an oxygen
sublattice (yellow in Fig. 3.2), an octahedral sublattice with 1/2 of its sites randomly pop-
ulated by an equal amount of Fe*, and Fe>! cations (green and blue), and a tetrahedral
sublattice which has 1/8 of its sites populated with Fe2l cations (red). The octahedral sub-
lattice is offset from the oxygen lattice by roct = (%, 0,0), and the tetrahedral sublattice is
offset from the oxygen lattice by riet = (%, %, %), so that all its sites are tetrahedrally coordi-
nated by oxygen anions. The sites of the tetrahedral lattice are called A-sites and the sites

of the octahedral lattice B-sites.

Figure 3.3 shows the unit cell split up in its layers along the [001]-direction. Each layer
consists of an octahedral layer at height z, in which oxygen and B-site iron ions are lo-
cated, and a tetrahedral layer located at z + % - GFe;0,- Tab. 3.1 lists all atom positions in
the Fe3Oy4 unit cell. In ultrathin films, often the growth direction is particularly interest-
ing. Figure 3.2(b) shows a projection onto the (100) plane, in order to highlight the struc-
ture in growth direction. The distances between subsequent octahedral layers, Azoct—oct =
2.099 A, and between octahedral and tetrahedral layers, Azoet—tet = 1.05 A, are also displayed.

Tt has to be noted that in their work, they were able to produce wiistite, magnetite and maghemite on
MgO(001) by RMBE. However, due to its instability at temperatures below ~ 570°C, Fe;_sO thin films

are difficult to prepare using RMBE [102]. Our own experience also rather finds that at low oxygen
pressures, rather metallic Fe alongside FesO,4 forms instead of a Fe;_sO phase.

59



Chapter 3. Materials
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Fig. 3.2: (a) Unit cell of Fe304, created with the software VESTA [98]  Note that Fe2t
and Fe3% are distributed randomly over the octahedral sites. (b) View of of the unit cell
projected onto the (100) plane, to illustrate the stacking order for ultrathin films grown in

[001] direction.
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Fig. 3.3: Layer-wise projection of the
unit cell in Fig. 3.2(a) onto the (001)
plane. Coordinates of all atoms can be
found in Tab. 3.1.
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Tab. 3.1: Coordinates of the atoms in a Fe304 unit
cell, in units of the lattice vectors, grouped into layers
in [001] direction and A- and B-sites (1B, 2A, etc.).
Layers are sketched in Fig. 3.3.
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Fig. 3.4: (a) Typical LEED pattern of the Fe304(001) surface. Blue square indicates the
(1x1) pattern, and the red square the (v/2 x v/2)R45° reconstruction in reciprocal space
(taken from Ref. [94]). (b) llustration of the (1x1) unit (blue square) on the bulk-cell in real
space. (c) SCV model of the (v/2 x /2)R45° reconstruction (red square). Compared to the
bulk cell, in the second atomic layer, additional interstitial Fe;f cations are present (purple),
and 2 Fe3% cations miss in the third layer. Black arrows indicate small displacements of the
Fe3d; cations as reaction to the interstitial tetrahedral cations.

Fe304(001) surface structure

It has long been known that the Fe3O4(001) surface undergoes a reconstruction, indicated
by a (V2 x v/2)R45° pattern observed in Low Electron Energy Diffraction (LEED) 104 ag
can be seen in 3.4(a). The standard procedure to derive such a surface structure is the
Tasker model of the ionic surface, which states that the surfaces of polar oxides need to
reconstruct in such a way that the polarity is compensated on the surface [105], Figure
3.5(a) shows an illustration of this line of reasoning. In [001] direction, FesO4 consists of
alternating octahedral layers with a a total charge of —6 elementary charges, followed by a
tetrahedral layer with +6 elementary charges. In the bulk material, these subsequent polar
layers compensate each other. The surface, however, needs to possess a total charge of +3
charges in order to compensate the polarity, because otherwise a permanent voltage forms
across the entire film ('polar catastrophe’). This model has been successful to predict the
surface terminations of some materials, such as TiO, MgO and ZnO [1067107], and has also
frequently been employed to derive models of magnetite’s surface structure [80,108,109]

The most convincing model of the Fe304(001) surface to this date has been recently pro-
posed to be a subsurface cation vacancy (SCV) structure (110 This model is illustrated in

Fig. 3.4(c). The bulk unit cell of Fe3Oy4, as depicted in Figs. 3.4(b) and 3.5(a), consists of

octahedral layers with 4 Feijt/ 3t cations and tetrahedral layers with 2 Fet cations. In the

SCV structure, the top layer remains a regular octahedral layer, but all cations are exclu-
sively of Fe2% valency. In the second layer, an additional interstitial FeX cation is located
(purple in Figs. 3.4(c) and 3.5(b)), with a total of 3 Fe?ng in that layer. In the third layer, two
B-site cations are missing and it only contains 2 Fegjt cations. The fourth and fifth layers are
again stoichiometric, but still with exclusively Fe3T valencies. In total, the outermost unit
cell (grey box in Fig. 3.5(b)) has one cation missing, resulting in a Fe;;01¢ stoichiometry,
and a net charge of +3 elementary charges, achieving polarity compensation. Comparison of

Figs. 3.4(b),(c) also reveals how this structure gives rise to the (v/2 x v/2)R45° reconstruc-
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tion. On a bulk terminated surface, as in Fig. 3.4(b), the (1 x 1) pattern corresponds to the
smallest repeating surface cell, illustrated by the blue dashed square. With the interstitial
tetrahedral cation Feijt' and the cation vacancies in the third layer in place (see Fig. 3.4(c)),
the smallest repeating cell becomes the one indicated by the red square, corresponding to
the reconstruction. Note the displacement of the neighboring octahedral cations as reaction
of the rearrangement in the tetrahedral layer, emphasized by the small black arrows. While
there are other models of Fe304(001) that both reasonably explain the (v/2 x v/2)R45° re-
construction and achieve polarity compensation [807109], the SCV also successfully explains
the site-selective adsorption of Au atoms and the incorporation of Co adatoms observed in

gTM [110,111]

Magnetism

[112]. the oc-

Magnetite is a ferrimagnet and gave rise to the Néel model of ferrimagnetism
tahedral sublattice couples ferromagnetically within itself, while there is antiferromagnetic
coupling between the octahedral and the tetrahedral sublattices. The experimentally found
magnetic moment of FesOy of 4.07 up /f.u. can be derived by the individual spin moments of
the cations [113], assuming the orbital moments being quenched by the cubic crystal fields.
Fe3* cations hold a spin moment of 5 up, and Fe?* has a spin moment of 4 ug. The an-
tiferromagnetic coupling effectively cancels out the contributions from the two Fe3* cation
species, so that the total moment ppe,0, = 4 p/f.u. matches well the experimental value.
However, although this simple line of reasoning leads to a satisfying result, this picture
has been called into question. Polarized neutron studies suggest that the tetrahedral A-site
cations instead have a magnetic moment of pia_site = —3.82 up, and the B-site cations form an
equivalent Fe25+ species with a magnetic moment of up_site = 3.97 ug, with a total moment

oct
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Fig. 3.6: (a) Unit cell of Fe;.50. Spins (blue and green arrows) align parallel to the [111]
direction. Alternating (111) sheets (shaded area) are ferromagnetic, but couple antiferromag-
netically with each other [119,120] (b) Koch-Cohen defect in the Fey_sO unit cell. 4 Fe3&
vacancies surround an interstitial Fegt cation. The spins in the vicinity of the defect align
parallel to the ferromagnetic (111) sheets.

of Ure;0, = PAsite + 2 Bsite = 4.12 pup/f.u. [114,115] Therefore, the atomic origin of the
magnetic moment is not fully settled.

The ferromagnetic coupling on the octahdedral sublattice is due to both, double exchange
2+/3+

between the Fe2t and the Fet cations 116 and 90°-super exchange via Fe,

Fe?):rt/ F coupling (117 The antiferromagnetic coupling between the tetrahedral and octahe-
dral sublattices is due to 120°-super exchange 18] (¢f. Sec. 2.3.4). In the bulk, the moments
align preferably along the cube diagonals in the [111] direction [97}; however, in ultrathin

films, for which the form anisotropy becomes important, this is not necessarily the case.

-oxygen-

3.1.2. Wiistite (Fe;_;0)

Wiistite crystallizes in the rock salt structure, as illustrated in Fig. 3.6(a), with a lattice
constant of apeo = 4.332 A. This crystal structure can be thought of as two face-centered
cubic lattices, populated with Fe?T and O?~ ions, which are offset by a translational vector
R = 0.5-a. This results in a FeO formula. However, in nature, wiistite always occurs in an
iron-depleted phase and is usually written as Fe;_sO, with 6 ranging from 0.05 to 0.17 [97],
This off-stoichiometric phase is realized by Koch-Cohen defects, depicted in Fig. 3.6(b). In
this defect, 4 Fe2d; vacancies coordinate an interstitial Fegd; cation. These defects further

group into clusters of 13 vacancies surrounding 4 interstitial Fefsf cations [97],

Wiistite has a bandgap of 2.4eV [121], and is a prototypical candidate of a superexchange-
mediated antiferromagnet. Preferably, the spins form alternating ferromagnetic (111) sheets.
Within these, they are oriented along the [111] direction, perpendicular to the (111) plane.
This order is modified by the Koch-Cohen defects. The interstitial Fedd cation aligns parallel

to the (111) plane instead, and the surrounding Fe2d cations align antiparallel to it [119,120]
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The individual magnetic moments of the Fe2t cations have been estimated to be about
4.2 up [119], corresponding mostly to its spin moment. Its Néel temperature is at 200K,
making it paramagnetic at room temperature.

3.1.3. Maghemite (y-Fe;03)

Maghemite is structurally very similar to magnetite. It crystallizes in the (regular) spinel
structure with a lattice constant of ape,0, = 8.342 A [122], illustrated in Fig. 3.7. The
tetrahedral lattice has 1/8 of its sites populated by Fejd; cations — exactly like in the case
of Fe304. However, on the octahedral sites only Feld cations and randomly distributed
vacancies are present. For comparison, if Fe3Oy is transcribed as (Fe?)tet [Fng“Fe?]OaOgg,
then FepO3 can be written in the same form as (Fe§+)tet [Fe?gD %]OctOgg, with (0 denoting a
3
vacancy.

Typically, the distribution of the vacancies and the Feld; cations are thought to be random.
However, there are recent reports suggesting that the energetically most favourable state of
v-Feo O3 involves an ordering of the iron vacancies in a 1 x 1 x 3 supercell, spanning 3 unit
cells in one direction [122,123], Maghemite is typically regarded an n-type semi-conductor
with a band gap of 2.03eV, in which the delocalized vacancies serve as a means of charge
transport [97]; however, in the vacancy-ordered model, the band gap can be reproduced as-
suming a charge-transfer insulator, for which hopping conduction may happen when electrons

are transferred from the O?~ anions to unoccupied Feld states.

Below its Curie temperature of T = 620°C [124}, maghemite is a ferrimagnet just as well
as magnetite, with the octahedral and the tetrahedral lattice coupling antiferromagnetically.
The magnetic saturation moment of 2.5 £2 can be obtained by the same basic logic as in
the case of magnetite: of the 13% Feld cations in the unit cell, 8 are compensated by anti-
ferromagnetically coupled Fefs cations, so that the total magnetization arises from the 5%
uncompensated cations, each of which is in a high-spin state with 5ug. In the unit cell
Fe% O39, this gives a magnetic moment of %-5;13 = 26% %, and in the formula unit
FeoO3 a moment of 2.5 up.
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3.1.4. Diffraction patterns

Figure 3.8 shows a schematic of a vV H? + K? vs L-reciprocal space map (RSM) summarizing
the allowed reflections for the spinel crystal structure and the rock salt crystal structure.
Examples for spinels are magnetite and maghemite, as discussed before, and examples for
the rock salt structure include wiistite, but also NiO and MgO, which will be introduced
later in Secs. 3.2 and 3.3. Red disks represent contributions of the tetrahedral sublattice to
the spinel diffraction pattern, and blue diamonds contributions of the octahedral sublattice.
For this depiction, it was assumed that the lattice constant of the spinel is double the lattice
constant of the rock salt structure, aspinel = 2 @rocksalt; and the axes are in reciprocal lattice
units of the spinel structure.
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Fig. 3.8: Schematic of a v/ H? + H? vs L-map 226 0 —-16 | 32
for a spinel and a rock salt crystal structure with
Aspinel= 2 - drocksalt- Red disks correspond to 404 8 16 32
reflections with contributions from the tetrahe- 313 4i1/2(1 +i) | =8 | 0
dral sublattice and blue diamonds to reflections 172 ) )
with contributions from the octahedral sublat- 333 —40P(1+d) | 8| 0

tice of the spinel structure. Axes are in recip-
rocal lattice units of the spinel. Indices 's' and
'r" at reflection labels indicate spinel and rock
salt reciprocal lattice units, respectively.

Tab. 3.2: Contributions from the tetrahe-
dral (Fa), the octahedral (Fg) and the oxy-
gen sublattice (Fp) to the structure factors
of some reflections of Fe3Qy4.

The rock salt structure allows those reflections HK L in which the three Miller indices are
either all even or all uneven. All reflections forbidden for the rock salt structure are also
forbidden for the spinel, and there are some additionally forbidden reflections (for example,
the 002 and the 204). The structure factor F'(H, K, L) of magnetite can be expressed as a
sum of the three sublattice contributions

1
FFe304 = fF‘e3Jr Fa+ §(fFe2+ + fFe3+) - Fp + fOQ* -Fo . (3'1)
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Fig. 3.9: HAXPES data of the Fe2p spectrum for (a) a Fe304/SrTiO3(001) sample, (b) a
v-FexO3 powder sample (data taken from Ref. [125]) and (c) a Fe;_5O single crystal sample.
The data are compared to the sums of CTM calculations (orange) according to their respective
cation stoichiometry of the three cation species Fe2d; (green), Fest (red) and Fedd: (blue).
(d),(e) CTM calculations compared to the (d) XAS and (e) XMCD data of a Fe30,/MgO(001)
sample at the Fe L edge, recorded in an outer magnetic field of 4 T. Parameters of the
calculations are given in Tab. 4.1.

The individual contributions of the tetrahedral, the octahedral and the oxygen sublattice
(Fa, Fp and Fo, respectively) are summarized for some reflections in Tab. 3.1. They were
obtained by inserting the positions given in Tab. 3.1 into Eq. (2.68). The octahedral and the
oxygen sublattice have non-zero intensity for the same set of reflection — however, there are
reflections that are structurally allowed for the tetrahedral lattice, but not for the octahedral
lattices, and vice versa. Examples are the 222 reflection, which has F4 = 0, but is visible
for the other sublattices, and the 224, which has intensity from the tetrahedral lattice, but
not from the other lattices. This can also be seen in Fig. 3.8 by means of the red and blue
symbols. This offers a pathway to distinguish between octahedral and tetrahedral ordering
in the spinel lattice of FezOy4.

3.1.5. Spectroscopic features
The structural similarity between FegO,4 and y-FeoOg3 requires a careful quantitative analysis
in order to distinguish the two materials via diffraction methods, since they share the same

crystal structure and the lattice constant of y-FesOg is only 0.6% smaller than the one of
Fe3Oy4. The diffraction patterns of both materials look like the one shown in Fig. 3.8, with
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only slightly offset Bragg positions.

Their photoemission spectra, in contrast, allow to tell them apart at first glance because of
their sensitivity to charge-transfer effects. Figures 3.9(a)-(c) show the signature XP spectra of
Fe3Oy4, FeoO3 and Fey_s0, together with CTM calculations. XPS is particularly well suited
to distinguish valencies, because its sensitivity to charge-transfer effects gives rise to a large
difference between the iron valency states. The charge-transfer satellite between the 2p3/,
and the 2p; /s, for the individual cation spectra is well separated from the main lines. Purely
trivalent (red and blue lines in Fig. 3.9(a)) or purely divalent (green line) display a distinct
satellite. However, for Fe3O4 the shift between the Fe?* and the Fe? spectra results in an
overlap of the charge-transfer satellites, so that their sum (orange line) seemingly shows no
apparent satellite at all, but a flat plateau between the lines. This can be taken as a reliable
fingerprint of a FesO4 phase.

XPS data from a FeoO3 sample are shown in Fig. 3.9(b), together with multiplet calculations
of Fedd and Fefst cations. Compared to the XP spectrum of FesOy, a satellite in the center
between the two main line appears. As can be seen from the simulation, the reason is the
lack of Fe2d cations, which contribute intensity at the high-energy flank of the 2ps /2, and an
increase in Fedd; relative to the Fefd cations, which are in an 8 : 8 ratio in FegOy4, but in an
13% : 8 ratio in FesOs. This peak structure between the two main lines can be used to easily
identify a FeoOg stoichiometry.

The Feq1_50 phase is also well distinguishable. Fe;_5O is the lowest oxidized iron oxide, and
contains only Fe2d cations (save for the Koch-Cohen defects). Its XP spectrum can be seen
in Fig. 3.9(c). The spectrum is well described by a CTM of the Fe2d; species. Its fingerprint
feature is the charge-transfer satellite between the two main lines, which is located close to
the high-energy flank of the Fe2p3 /5. Comparison with the spectra in Figs. 3.9(a),(b) usually
allows a quick determination of the iron oxide phase by the means of the position of the
charge-transfer satellite.

The XA and XMCD spectra of Fe3O4 are shown in Figs. 3.9(d),(e). Compared to XPS,
the charge-transfer splitting is not as pronounced in XAS and no strong satellite features
develop in between the L3 and the Lo edge. This fact, together with the strong overlap of
the individual cation spectra which lead to an unremarkable XA spectrum of Fe3O,4, makes it
more ambigious to determine the valence state. The XMCD data of Fe3O4 show three peaks
at the L3 edge, caused by the fact that the tetrahedral cations couple antiferromagnetically
to the other two species. This is reflected in the sign of its XMCD spectrum, giving rise to the
very characteristic three-peak XMCD structure. This magnetic contrast between the Fe2d,
Fel and Feld; cations makes it possible to use XAS together with XMCD to fit experimental
data from FezO,4 and extract the cation stoichiometry [23,35,80,126] * Thig procedure will be
discussed in Sec. 4.5.

3.2. Nickel oxide (NiO)

Similar to wiistite, nickel oxide is an insulating (band gap of 4.3eV [129}), antiferromagnetic
transition metal oxide, crystallizing in the rock salt structure (cf. Fig. 3.10(a)). Different
to wistite, it is in its antiferromagnetic phase at room temperature with a Néel temperature
of 523 K. In single crystals, the magnetic moments preferably group in ferromagnetic (111)
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Fig. 3.10: Unit cells of (a) NiO and (b) MgO. Spins in NiO (blue and green arrows) align
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sheets and align parallel within these planes in no specified direction, unless a magnetic field

is applied, in which case they align perpendicular to the field [127],

Ultrathin film stacks of FesO4 and NiO are very interesting from a spintronic perspective,
because the exchange bias between the ferrimagnetic magnetite and the antiferromagnetic
nickel oxide can be exploited for magnetic tunnel junctions [23,130-133] " Thig effect causes a
shift of the coercive fields of the ferromagnetic film, and can be used to pin its magnetization
state. There are, however, hints that the situation is not quite as simple. Bulk NiO is an
antiferromagnet at room temperature, but size-effects of the magnetic properties of NiO, in-
cluding ferromagnetic behaviour at room temperature, have been frequently reported before,
mostly for NiO nanoparticles [134-138]  por Fe304/NiO ultrathin films, a spin-flop coupling of
NiO to the Fe304(001) interface has been reported (132 In that case, the antiferromagnetic
order of NiO aligns perpendicular to the magnetization of FesO4, but with a canting of the
Ni?* moments, resulting in a magnetization component parallel to the ferrimagnet. This re-
action of NiO to outer magnetic fields has also been confirmed by spin-hall magnetoresistance
measurements [128,139], Therefore, the magnetic ordering in NiO appears to heavily depend
on the size and environment of the films.

3.3. Magnesium oxide (MgQO)

Magnesium oxide is used as a substrate for the iron oxide films in this work. It crystallizes in
the rock salt structure with a lattice constant of aygo = 4.212 A, illustrated in Fig. 3.10(b).
The RSM of the diffraction pattern of a MgO(001) substrate therefore corresponds to the
rock salt reflections in Fig. 3.8. Magnesium oxide is insulating, with a band gap of about
7.8eV [140], and diamagnetic.

3.4. Strontium titanate (SrTiO3)

Another frequently used substrate for FesOy films is strontium titanate (SrTiO3). SrTiOs3 is a
diamagnetic insulator with a band gap of 3.2eV, and crystallizes in the perovskite structure
with a lattice constant of ag,Tio, = 3.905 A 11 The unit cell is shown in Fig. 3.11. It
consists of a cubic close-packed structure made of a O?~- and a Sr?T-fcc-sublattice, with
1/4 of the octahedral sites occupied by a Ti** ion. In [001] direction, SrTiO3 consists of
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alternating TiO2 and SrO layers. Consequently, the (001) surface, which serves as substrate
surface in this work, is terminated by either one of these layers. However, the surface unit
cells of both are of the same size and orientation [142], so that no crucial impact on the
structure of the film is to be expected.

3.5. Magnetite thin films

3.5.1. MgO versus SrTiO; substrates

The properties of a thin film sample is always influenced by its substrate. In some cases, it
might be desirable to have little effect of the substrate on the film in order to retain, as far as
possible, the properties of the film material. In others, the properties of the film material can
be tuned by the substrate influence, such as strain on the film lattice 1431, MgO(001) is the
substrate used most frequently for FesOy4 films, because its doubled unit cell has a small lattice
mismatch of 0.3% to magnetite and is electrically and magnetically inert [21,80,117,144-148]
This allows for pseudomorphic growth of Fe304/MgO(001) with low coupling of the electronic
states or the magnetic order of Fe3O,4 to the substrate. Since FezO, is often considered as
an electrode material for spinelectronic devices and MgO is widely used as a tunnel barrier

material, Fe3O4/MgO stacks are also interesting from an application point of view (12,17]

As explained in Sec. 2.2, high growth temperatures often result in higher crystalline or-
der of the films. MgO substrates limit the growth and annealing temperatures to 250°C,
because beyond this Mg starts to interdiffuse into the magnetite film 36]. An alternative is
SrTiO; [34,143,149, 150}, whose doubled unit cell has a lattice mismatch of —7.5% to magnetite.
SrTiOgz is — just as MgO — diamagnetic and insulating, but may be doped by Niobium in
order to tune its conductivity (23] This is useful from an experimental point of view, because
insulating substrates make application of some techniques — especially electron diffraction
and synchrotron-based XPS — difficult. The reason is that charging of the sample cannot be
compensated if the film is not electrically connected to some electron reservoir. The devel-
oping electrostatic potential deflects electrons and skews the binding energies. This can be
avoided by connecting a wire to the film in some cases, but this is usually not suitable for
in situ studies, for which the films are grown and studied without breaking the vacuum. A
solution is using a conductive substrate, such as Nb-doped SrTiOs. To this end, the SrTiOg
substrates in this work are doped with 0.05wt% Nb.

The left half of Fig. 3.12(a) shows a schematic RSM summarizing the Bragg positions of
MgO(001) and Fez04(001), and Fig. 3.12(b) the same for SrTiO3(001) and Fe3O04(001). The
right halves show measurements of a Fe3O4/MgO(001) and a FesO4/SrTiO3(001) thin film
sample. The vertical streaks that can be seen crossing the reflections in Fig. 3.12(a) — most
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Fig. 3.12: (a) Right half: \/H? + K? vs L-map of a Fe304/Mg0O(001) sample. The white
circle at the (222) position is a semi-transparent beam stop protecting the detector from
the bright substrate (111) reflection, and the white grid stem from module borders of the
detector. Left half: schematic of the Bragg positions for Fe304(001) and MgO(001). Axes
are in reciprocal lattice units of the substrate, reflection labels in units of Fe304(001). (c)
Simulation of the 002-CTR of a 17.6 nm-thick Fe304/MgO(001) film, produced following the
description in Sec. 2.8. Orange line corresponds the position of the (004)ge,0, reflection.
(b),(d) Analogous plots for a Fe304/SrTiO3(001) sample.

notably the (113) — are diffraction rods with Laue fringes, as introduced in Sec. 2.8. Because
these Laue fringes are strongly damped for disorder in the film, their occurence serves as a
good first indicator for well ordered films. Fe3O4/SrTiO3(001) films are usually not as well
ordered as Fe3O4/MgO(001) films 34, and do not exhibit Laue fringes in Fig. 3.12(b).

The small lattice mismatch between FesO4 and MgO has the consequence that their re-
flections strongly overlap. For SrTiOgs, actually every reflection HK L is allowed, but the
lattice mismatch results in well separated reflections, which can be another reason to choose
SrTiO3 as a substrate. This is emphasized by Figs. 3.12(c),(d), which show simulations of
the 00L-CTRs of Fe304/MgO(001) and Fe304/SrTiO3(001) close to the (002) reflection. The
simulations were performed as described in Sec. 2.8, assuming a Fe3Oy4 film consisting of 17
unit cells in the vertical direction. Both CTRs exhibit Laue fringes due to the finite film
thickness. The Fe304/SrTiO3(001) sample additionally shows a pronounced Bragg peak due
to the (004)pe,0, film reflection, indicated by the orange line. In the case of Fe304/MgO(001),
the (004)re,0, reflection is very close to the (002)ng0o reflection, and the intensity of the sub-
strate reflection is several order of magnitudes higher than the one of the film. This large
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intensity discrepancy has usually the consequence that the substrate reflection cannot be
recorded simultaneously with the CTR and the film reflection, but requires higher attenua-
tion. For this reason, the substrate reflections have been blocked by beam stops attached to
the detector, visible as white disks in the right halves of Figs. 3.12(a),(b).

3.5.2. Antiphase boundaries

The fact that the lattice constant of FezO, is roughly double the lattice constants of both
MgO(001) and SrTiO3(001) means that a single unit cell of Fe3Oy4 covers 4 unit cells of the
substrate. This has the consequence that distinct islands on the surface may nucleate in a
way that their shift cannot be represented by a translational vector. Thus, when they merge,
they cannot retain the periodicity of the FesO4 lattice, and instead form antiphase domains,
separated by antiphase boundaries (APB)2. Figure 3.13(a) shows the different in-plane shift
vectors possible for Fe3O4/MgO(001). In reference to the unit cell A’, the cell ‘B’ is shifted
by half a lattice constant in [100] direction with a shift vector 3[100]. The cell *C” is shifted
with a shift vector of [110]. The unit cell ‘D’ can be obtained by rotating the unit cell ’A’
by 90°. When the film grows past the first monolayer, this gives rise to out-of-plane shift
vectors of the i[lOl]—type. Experimentally, it has been found that about 44% of the antiphase
boundaries are of the %[110]—type, and 55% are of the out-of-plane %[101]—type, while only

about 1% are of the 3[100]-type 117].

Across the APB, electronic transport and the exchange interaction differs from the bulk.
This manifests in a higher resistivity [151], magnetoresistance [152] and in lower saturation
magnetization [146,153-155] o thin Fe3O4 films, in which the APB density is substantially
higher than in bulk Fe3Oy4 [117],

The modified magnetic coupling across APBs is illustrated in Figs. 3.13(b),(c), which show
the APB of the §[110]-type for the first 2 layers of a Fe3O4/MgO(001) film, accounting for
about 44% of the APBs. In the bulk, the ferromagnetic order in the octahedral sublattice is
established by double exchange and 90° super exchange (black arrows in Fig. 3.13(b)), and
the antiferromagnetic coupling between the octahedral and the tetrahedral sublattice by 120°
super exchange (blue arrows in Fig. 3.13(b)). In the first layer, the antiferromagnetic super
exchange between the two sublattices is continued across the APB, but additionally an an-
tiferromagnetic direct exchange between neighboring Fefdf cations is possible. In the second
layer, an antiferromagnetic 180° super exchange within the octahedral sublattice occurs across
the APB (blue arrows in Fig. 3.13(c)). These additional coupling schemes can favour antifer-
romagnetic alignment between domains, resulting in an overall lower magnetization [117,156]
This is consistent with the observation that the saturation magnetization becomes smaller
with decreasing film thickness [23,146,148]

The formation energy of the i[l 10] APBs is very low, so that it is perhaps difficult to com-

pletely prevent their presence [156], However, there have been reports that in Fe304/MgO(001)
and Fe304/SrTiO3(001), the APB density can be reduced by post-deposition annealing [155],
Alternatively, substrates with a spinel crystal structure are an option to reduce APB
formation (157, Nevertheless, on spinel substrates with considerable lattice mismatch, such
as MgAla04(001) with a mismatch of 3.4%, APBs still occur as a means to relax strain.

2Note that antiphase boundaries do not exclusively occur in thin films grown on higher-symmetry substrates,

but are also present in single crystals. However, their density in thin film samples is much higher [117].
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Fig. 3.13: (a) Possible antiphase shifts of Fe304 monolayers on MgO(001). The reference
unit cell 'A’ can be shifted by translational vectors 1[100] (cell 'B') or [110] (cell 'C’), or be
rotated by 90°. (b),(c) Magnetic coupling across an 3[110]-type APB. Blue arrows indicate
antiferromagnetic exchange couplings, grey arrows ferromagnetic exchange couplings. Besides
the three exchange coupling mechanisms present in bulk Fe304, (b) in the first monolayer an
additional antiferromagnetic direct exchange is present between tetrahedral iron cations across
the APB, and (c) in the second monolayer an antiferromagnetic super exchange between
octahedral cations. Adapted from Ref. [117].

This happens by the formation of misfit dislocations with a %100]—Shift vector, which locally

improves the matching of the film to the substrate lattice at the cost of a APB in the film [158],

3.5.3. Substrate interface

Sec. 3.1.1 discussed the surface structure of Fe304(001) which experiences a reordering of the
cations due to the crystal truncation at the film surface. Similar effects can happen at the
interface of the film to the substrate. Figure 3.14(a) shows an illustration of the ideal stacking
at the Fe304/MgO(001) interface. However, the transition from the rock salt structure of
the substrate to the spinel structure of the film can be accompanied by the formation of an
interlayer of Fe;_s0, representing a continuation of the rock salt substrate into the iron oxide
film. Formation of such Fe;_sO-like interlayers have been reported earlier on both metal
and oxide substrates 159162 and also on MgO(001) 21 and SrTiO3(001) 22, In Ref. [21],
3 monolayers of Fe;_sO with an intermediate stoichiometry between FeO and FezO,4 are
observed using kinematic diffraction analysis. This is illustrated in Fig. 3.14(b). Please
note that it is depicted there as a purely stoichiometric FeO layer, but the exact cationic
stoichiometry is yet unclear. For all three interface distances — between substrate and film
ds_¢, between substrate and interlayer ds_; and between interlayer and film d;_¢ — it has been
found that they are either d = 2.054+0.1A or d = 3.2+ 0.2A, roughly corresponding to either
1 or 1.5 vertical layer distances of the substrate [21,144]

A different model for the interface region has been proposed by Chang et al. [80] T hey present
a model for the growth dynamics of FesO4/MgO(001). By multiplet analysis of the XAS
spectra of a series of few monolayer films, they derive an absence of tetrahedral Fe2! cations
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Fig. 3.14: (a) Ideal stacking of Fe304/MgO(001). (b) 3 monolayers of Fe;sO form an
interlayer between Fe304 and MgO. dgy, ds and d;s are the interface distances of substrate
to film, substrate to interlayer and interlayer to film, respectively. Adapted from Ref. [21].
(c),(d) Dynamic atomic reconstruction model of the interface. (c) For a single monolayer of
Fe304/MgO(001), the two Fed} cations occupy octahedral sites instead. (d) If 3 or more
monolayers are grown, both the uppermost and lowermost layer are octahedral and have an
additional Fe3%; cation in order to avoid polarity. Adapted from Ref. [80].

in the first monolayer, but their presence in the second one. This behavior is explained by the
need for a polarity-compensation mechanism for few-layer films which is different to that of
the bulk. The model they suggest is depicted in Figs. 3.14(c),(d). In the first monolayer, no
cations populate the tetrahedral sites, but instead two additional Feld; cations per Fe,Og unit
are found in the octahedral layer, so that the stoichiometry remains FesO4, but no polarity
can occur. If a film of three monolayers is grown, both the lowermost and the uppermost layer
are octahedral layers with one additional Feld cation and thus, a FesOg stoichiometry, so
that their total charge is 3—. In between these two layers, the regular inverse spinel structure
develops, consisting of alternating tetrahedral layers with a charge of +6 and octahedral
layers with a charge of —6. This satisfies the Tasker criterion of non-polarity discussed in
Sec. 3.1.1. Given the wide success of the SCV model of the surface structure of Fe3O4(001),
this model’s prediction for the surface is most likely incorrect, at least for films thicker than
a few monolayers. However, it might offer a model for the initial growth stage of FezO4 films
and perhaps for the interface stoichiometry.

The interface region may also be affected by interdiffusion of the film and substrate ma-
terials. For instance, it is well known that Mg?* ions start to diffuse into Fe3Oy if a
Fe304/MgO sample is heated above 250°C [36], A similar effect is observed for the interface
of Fe3O4/NiO, where for annealing temperatures above 400°C both films start to interdiffuse
to form NiFepOy4. For Fe3O4/NiO films deposited at 400°C, high-resolution transmission
electron microscopy images show generally sharp interfaces between the rocksalt structure of
NiO and the spinel structure of FezO4 [131,133] Complementary electron energy loss spec-
troscopy (EELS) shows that for Fe3O,4/NiO stacks deposited at 400°C, the interface appears
to be chemically sharp as well [131]
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In this chapter, the experimental concepts and setups important for this work are introduced.
All experiments in this work study thin film samples prepared by RMBE, and the vast
majority employ x-rays produced at synchrotrons. For this reason, first the generation of
x-rays at synchrotron facilities is explained in Sec. 4.1. In the following Sec. 4.2, the concept
of RMBE is presented. A number of experiments in this work has been performed using a
custom-made ultra-high vacuum chamber which allowed time-resolved HEXRD and HAXPES
experiments. This chamber and the experiments performed with it will be introduced in Sec.
4.3. After that, the setup used for the XRMR measurement is presented in Sec. 4.4. In Sec.
4.5, methods for the multiplet analysis of XPS and XAS/XMCD data is discussed.

The general information about the generation of synchrotron radiation is taken from Ref. [31].

4.1. Generation of synchrotron radiation

For scientific purposes, x-ray are usually generated in one of two ways: by x-ray tubes or by
synchrotron radiation sources, such as storage rings or free electron lasers. X-ray tubes are
widely available for lab-based devices and are often used for XPS, XRD or XRR, among other
techniques (58], Synchrotron radiation sources, on the other hand, are large-scale facilities to
which the access is usually limited for individual researchers 31, Since most of the data
of this work have been recorded at storage rings, this section focuses on x-ray generated at
these. Synchrotron radiation offers a set of advantages: the photon flux is usually orders of
magnitude higher (i.e., ~ 108#% VS ~ 1016% 691, allowing for faster
measurements; also the size and the divergence of the beam are smaller, resulting in better
resolution in energy as well as in both real and reciprocal space, and higher coherence.
Additionally, the photon flux of x-ray tubes is high only at a material-specific energy — the
Ka energy —, so that only this particular energy can be used, unless a flux decrease of at
least a factor of 10% is accepted 69, In contrast, the x-ray energy for synchrotron-radiation
can not only be arbitrarily picked, but also scanned during the experiment. This means that
experiments that require tunable photon energies such as XAS are almost exclusively done
at synchrotrons. The quality of an x-ray beam is usually denoted by the brilliance B [94]

B photon flux

4.1
(horizontal x vertical divergence) - (beam size) - (0.1% energy bandwidth) ’ (41)

summarizing the qualities discussed above in a single number.

The physical effect that is exploited in synchrotrons to generate x-rays is the fact that charged
particles which are accelerated emit electromagnetic radiation — the so-called synchrotron
radiation. Since the intensity of the emitted radiation scales with the particle mass as ~ #,
the only viable choice to produce x-rays are electrons or positrons. Therefore, the strategy is
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Fig. 4.1: Sketch of a synchrotron facility.
Electrons are generated in the electron gun,
accelerated to their target speed in the pre-
electrons accelerator, and then injected into the storage

electron gun ring, around which they travel at a relativistic
speed. At the undulator, they produce an x-
ray beam (red), which escapes into one of
the beamlines (grey) surrounding the storage
ring. Adapted from Ref. [163].

to accelerate electrons to a relativistic speed and then deliberately force them onto circular
arcs, causing them to emit synchrotron radiation.

A typical synchrotron facility is shown in Fig. 4.1. In the electron gun, electrons are generated
and fed into a pre-accelerator. There they are accelerated to a speed close to the speed of light,
and then introduced into a storage ring, in which the beam of electrons travels at this constant
speed. The storage ’ring’ of a modern synchrotron has the form of a polygon, consisting
of straight sections which are connected by bending magnets. At these bending magnets,
the electrons change direction from one straight section to the next and emit synchrotron
radiation into a narrow cone with an opening angle determined by the electron energy — the
natural opening angle —, which then leaves the ring tangentially. At these positions, beamlines
can be set up in which the experiments are located (grey in Fig. 4.1). However, more
brilliant radiation than from bending magnets can be obtained by using insertion devices in
the straight sections 31]; Both wigglers and undulators consist of a series of magnets which
lead the electrons onto an oscillatory path, effectively working as a sequence of bending
magnets. In undulators, the amplitude of these oscillatory motions is in in the order of the
natural opening angle, while it is much wider in wigglers. For this reason, the horizontal
divergence of wiggler radiation is much wider than for undulator radiation. Nowadays, the
most widespread insertion devices at modern 3rd generation synchrotron radiation sources is
the undulator.

Figure 4.2(a) shows the basic concept of an undulator, which is very similar to a wiggler. Just
as the wiggler, it consists of an array of magnets of alternating orientation. This way, electrons
traveling across the undulator are exposed to alternating magnetic fields and forced onto an
oscillating path. These turns in the path lead to the emission of synchrotron radiation. The
difference to a wiggler is that the period of these oscillations is designed in a way that the
waves emitted at each turn are in phase with one another (constructive interference), so that
the total amplitude of the emitted x-rays is given by the sum of each partial wave. This
results in an increased brilliance 3. Another convenient property of undulators is that the
x-ray energy can be tuned by varying the gap between the magnetic poles. This changes
the magnetic field the electrons are exposed to and consequently its path. The polarization
of x-rays produced this way lies in the plane in which the oscillatory motion happens, and
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Fig. 4.2: (a) Sketch of an undulator. Red and green boxes indicate magnets of opposite
alignment. The alternating magnets force the electron beam (blue) onto an oscillating path,
on which it emits synchrotron radiation (red). The polarization vector € lies in the horizontal
plane. The gap between the magnet array can tune the photon energy. (b) Sketch of an
Apple-1l undulator. It consists of 4 rows of magnets with 4 orientations. The rows can be
shifted against one another. In a parallel alignment, they produce horizontal polarization as in
(a), but if they are shifted by 1/4 of a period length A, the electrons move on a spiral path
and produce circularly polarized synchrotron radiation. Adapted from [94, 164].

is therefore linear horizontal. However, some experiments require more flexibility regarding
the polarization; for instance, XMCD and XRMR experiments can only be performed with
circularly polarized light. Variable polarization can be produced at the undulator. Figure
4.2(b) shows a schematic of an Apple-II undulator [165] " In contrast to the version in Fig.
4.2(a), each of the two magnet arrays consists of two rows of magnets, in which 4 magnet
blocks of different orientation are organized in repeating periods. The polarization of the
synchrotron radiation can be freely chosen by shifting the rows against the other two. If all
4 aligned with no shift, horizontally polarized x-rays are produced just as in Fig. 4.2(a). If
two diagonally opposing rows are shifted against the other two by 1/4 of a period length Ay,
as shown in Fig. 4.2(b), the electrons are forced onto a spiral path through the undulator
and produce a circular polarization. Different shift configurations can virtually produce any
desired polarization.

A sketch of a typical beamline can be seen in Fig. 4.3. The electron beam passes the
undulator and generates the x-ray beam, and is subsequently deflected into the next straight
section by a bending magnet. In the optics hutch, the x-ray beam is usually focused by
x-ray lenses onto the monochromator. The accessible x-ray energies and the brilliance of
a beamline is pre-determined by its undulator. Each undulator has a distinctive spectral
characteristic, and reaches its highest brilliance at a energy dictated by its design, mostly its
period length. Next to this characteristic energy, the x-ray beam from an undulator contains
other wavelengths, and is therefore often called pink beam. However, most experiments require
a monochromated beam of a narrow energy bandwidth. The dominant monochromator design
for x-rays in the intermediate and hard x-ray regime (Ep, > 2keV) is called a double-
crystal monochromator 3], The first crystal is aligned in such a way that the desired x-ray
energy fulfills the Bragg condition for a certain reflection — most commonly the Si(111)
reflection. The second crystal is then aligned so that the diffracted beam fulfills the same
Bragg condition, and ultimately only photons of this single energy can pass. For soft x-rays
(Eph < 1keV), more often grating plates are used [166] Here, the x-rays coming from the
undulator are reflected onto a diffraction grating which diffracts x-rays in different directions

76



4.2. Molecular beam epitaxy

i absorber detector
minor —lenses __ [05orb¥ ]
undulator / e 0000000008 T I t

T % / slits  shutter(jslits  instrument
. =~ bending y double crystal
storage rin 3 : :

i . monochromator optics hutchexperimental hutch

%
(,»/})

Fig. 4.3: Sketch of a typical beamline. The x-ray beam is generated in the undulator. In
the optics hutch, it is collimated monochromatized by a double crystal monochromator, and
higher harmonics are filtered using x-ray mirrors. Slits are used to control the size of the beam
and absorbers to control the intensity. A shutter is used to quickly block the beam. In the
experimental hutch, the experimental instrument and the detector is located.

depending on their energy, which can then be selected by an exit slit.

Photon energies that are integer multiples of the target energy are called higher harmonics
and cannot be filtered by the monochromator, because if photons with energy Fpy fulfill the
Bragg condition at a given incident angle, photons with energy n - Ep}, will as well. In order to
remove these higher harmonic photons from the beam, x-ray mirrors are used, which utilize
the fact that the critical angle of the incident x-rays changes with energy. The mirrors are
positioned in a way that the x-rays of the desired energy are totally reflected, while higher
harmonic photons are partially transmitted into the mirror and can be partially absorbed [94],
In order to further focus or collimate the beam arriving at the experiment, it usually passes
additional x-ray optics such as refractive lenses. In order to control the size of the beam, a set
of slits can be employed to cut off portions of the beam. The intensity can be lowered by a set
of absorbers which can be moved in and out of the beam path and the combination of which
determines the intensity arriving at the sample. A shutter is placed before the experimental
hutch in order to fully block the beam. In the experimental hutch, the instrument and the
detector is located. In Fig. 4.3, a diffractometer is shown as an example, but it can generally
be any kind of sample environment, depending on which experiment shall be performed.

4.2. Molecular beam epitaxy

The thin films in this work have been grown by molecular beam epitaxy. A sketch for the
growth of a Fe3O04/MgO is shown in Fig. 4.4. The strategy is to create a molecular beam
from a solid target and position a substrate in this stream of atoms (and ions), so that the
evaporated material condensates and forms a thin film. This process has to be performed
in a high-vacuum environment, because otherwise the mean-free path of the molecular beam
becomes too small. The main components of an evaporator are a solid target and a filament
which generates free electrons by thermionic emission. The electrons are accelerated by a
high voltage towards the iron target and locally heat it up to evaporation temperature. The
evaporated atoms leave the target radially and are shaped by slits into a molecular beam. The
molecular beam passes a fluxmeter which senses a small current from the ions in the molecular
beam and serves as a measure of its flux, allowing to control the deposition rate [167],
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vacuum chamber
Fig. 4.4: Sketch of an RMBE setup for the growth
of Fe304/MgO. A vacuum chamber is filled with a low
oxygen atmosphere and contains a substrate located on
a heater. An evaporator generates a molecular beam
of iron atoms by accelerating electrons from a filament
onto an iron target. A fluxmeter measures the flux of
the beam leaving the evaporator. The beam of iron
atoms is directed onto a MgO substrate, on which they
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One way to grow iron oxide films is to directly deposit it from an oxide target onto a substrate.
However, evaporating oxides requires very high temperatures, and the oxygen content is
predetermined by the target and may vary depending on the target temperature, because
the oxygen evaporates faster than the metal. Alternatively, it is possible to evaporate from a
metallic iron target in an oxygen atmosphere, so that the iron condensating on the substrate
surface reacts to iron oxide 7). For this reason, the vacuum chamber is filled with a low
oxygen atmosphere (typically po, = 10~"... 10~ mbar). This procedure is called reactive
molecular beam epitaxy. Upon adsorbing on the substrate, the iron atoms diffuse across the
surface and organize themselves to form a crystalline film. As explained in Sec. 2.2, this
process is often benefited by heating the substrate up to higher temperature in order to offer
more thermal energy. Therefore, the substrate is located on a heater to control the substrate
temperature.

In an RMBE setup, the main parameters to control the growth process are the oxygen par-
tial pressure po,, the substrate temperature 7' and the deposition rate r. In this work,
the deposition procedure followed those described in Refs. [23, 168, 169]. Before deposi-
tion, the MgO and the Nb-doped (0.05 wt%) SrTiOs substrates were annealed at 400°C
for one hour in an oxygen atmosphere of po, = 10~ mbar for cleaning. NiO/MgO(001)
films were grown by evaporating Ni from a metal target in an oxygen atmosphere of ei-
ther po, = 5-10~%mbar or po, = 1-107° mbar at 250°C substrate temperature. Fe3Oy films
were deposited on MgO(001) and on NiO/MgO(001) by evaporating Fe at po, = 5- 10~ mbar
and a temperature of 250°C, in order to avoid interdiffusion of Mg into the films 36], The
Fe304/SrTiO3(001) films were deposited in oxygen atmospheres of po, = 1-107% mbar and
Po, = 5-10~%mbar, at higher substrate temperatures of 350°C and 400°C.

4.3. Time-resolved growth studies

4.3.1. Ultra-high vacuum chamber

For parts of this work, a custom-designed ultra-high vacuum deposition chamber was used
which allows tr-HEXRD and tr-HAXPES experiments during the deposition of epitaxial thin

78



4.3. Time-resolved growth studies
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Fig. 4.5: (a) Diffractometer installed at PO7/EH2. It offers translational movement in three
directions (x, y, z) and rotational movement around 4 axes (w, X, ¢, p). The sample stage
and the steel tube located on top are parts of the custom UHV chamber. (b) UHV chamber
to be installed at PO7 on the diffractometer in (a), designed by Jan Roh. The part above
the rotary feedthrough (purple) remains still in place, while the bellow and the sample stage
moves with the diffractometer. Bellow picture taken from Ref. [170].

films by MBE. The chamber was made to fit the surface diffractometer at the high-energy
materials science beamline PO7/EH2 at PETRA III, which is depicted in Fig. 4.5(a). It offers
the manipulation of 3 translational degrees of freedom (z, y, z), a rotation around the z-axis
(w), two tilting angles — one around the z-axis (x) and one around the y-axis (¢) — and an
incident angle (1). On top of the diffractometer, the sample is located on a sample stage.

The deposition chamber is shown in Fig. 4.5(b). The base plate at the bottom of the picture
is the z-stage of the diffractometer in Fig. 4.5(a). The sample is located at the center of
the window framed by the yellow flange. On the top, three evaporators are installed that
are directed towards the sample location, allowing for growth of multilayer or mixed oxide
films. The chamber is also equipped with a SPECS Phoibos 150 hemispherical photoelectron
analyzer, which offers a maximum analyzer voltage of 7keV, making it suitable for HAXPES
experiments. An x-ray tube with a Magnesium and a Chromium anode produces x-rays
with Eye = 1,486eV and Egy = 5,415eV. This allows XPS measurements both for pre-
studies in the laboratory and at the location of the diffraction experiments, so that the
chemical composition of the grown samples can be checked in situ. It can also be employed
for HAXPES measurements at dedicated beamlines. The chamber is pumped by two turbo
molecular pumps — one connected to the main chamber corpus (dark blue), and one located
at the XPS analyzer — and an ion-getter pump.

In the projection of Fig. 4.5(b), the x-ray beam enters the chamber from the back of the image,
is diffracted by the sample on the sample stage and leaves it through the yellow window. It
was designed in a way that the manipulation by the diffractometer is translated to the sample
in the vacuum without moving any other part of the chamber, in order to avoid scattering of
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Fig. 4.6: (a) lllustration of the concept of the tr-HEXRD measurements. During the de-
position of a Fe304 film, the x-rays entering the deposition chamber cross a pinhole and are
diffracted by the film which is azimuthally rotated over the angle w. The main beam is blocked
by a beam stop, while the diffracted x-rays are cast onto a large area 2D detector. (b) Photo-
graph of the deposition chamber installed at PO7/EH2. Red arrow indicates the direction of
the x-ray beam.

the x-ray beam on the chamber. This is achieved by connecting the sample stage, which is
rigidly fixed to the diffractometer, to the chamber via a rotary feedthrough and a bellow. The
bellow can be deformed under translational motions, and the differentially pumped rotary
feedthrough allows to rotate the diffractometer against the chamber without breaking the
vacuum. This way, the part below the rotary feedthrough plus the sample stage moves with
the diffractometer, while the entire part above stays in place. To further avoid undesired
scattering, a pinhole is installed behind the entrance window (not visible in Fig. 4.5(b)),
which captures intensity scattered from the window. Before the exit window, an in vacuo
beam stop is located in order to absorb the main beam before it is scattered at the exit
window. This way, the diffraction pattern on the detector is almost exclusively due to Bragg
reflections from the sample.

The main chamber shown in Fig. 4.5(b) is extended by two side chambers: the first is a small
transfer chamber, across which samples can be imported and exported without breaking the
vacuum of the main chamber. The small volume of the transfer chamber can be pumped to
vacuum condition sufficient for sample transfer into the main chamber rather quickly. In the
second side chamber, another sample heater and two more evaporators are located, allowing
for the preparation of a sample even if the main chamber is occupied with another sample.
Additionally, a LEED system is integrated in this side chamber, so that the surface structure
of the prepared samples can be studied in situ.

4.3.2. Time-resolved high energy x-ray diffraction at P07

The tr-HEXRD experiments, for which the chamber has been designed, have been performed
at PO7/EH2 of PETRA III at Deutsches Elektronen-Synchrotron (DESY). P07 is designed
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for experiments with high x-ray energies, providing a photon flux of 5 - 1012 % at Epp =

80keV (171, High photon energy corresponds to a small wavelength A, and consequently to
a large scattering vector |q| ~ 1/\. This means that the Bragg condition (cf. Eq. (2.61)) for
a given reflection H K L can be achieved already at low angles 6

A

8111(9) = %

The combination of a high x-ray energy and a large 2D area detector allows to monitor a
high number of Bragg reflections simultaneously by rotating the sample azimuthally. This
technique was first introduced by Gustafson et al. [172] Examples for measurements from
these experiments are the RSMs shown in Figs. 3.12(a),(b).

The concept of these experiments is summarized in Fig. 4.6(a), and a photograph of the
installed chamber can be seen in Fig. 4.6(b). The goal is to perform HEXRD on ultrathin
Fe3O4 films during their deposition via RMBE, in order to record RSMs for different stages
of the film growth. The x-rays are produced by an in vacuo undulator, monochromatized
by a Si(111) double crystal monochromator 171 ¢6 an energy of 74keV and focused by 2D
aluminum compound refractive lenses (CRL). The x-ray beam enters the deposition chamber
through a glass window, behind which a pinhole captures x-rays scattered from the glass.
The x-rays that pass the pinhole hit the sample surface at an incidence glancing angle of
0 = 0.03° during the deposition of the thin film. The bright main beam is blocked by an
in vacuo beam stop, while the diffracted x-rays leave the chamber through another window,
behind which the diffraction pattern is recorded on a 2D area detector.

At a given azimuthal angle w, the area detector covers a portion of the reciprocal space with
some scattering vectors q(H (w), K(w),L). In order to record a vVH? + K? vs L-RSM as
shown in Figs. 3.12(a),(b), the sample is rotated about the azimuthal angle w, effectively
integrating over all Miller indices H(w) and K(w). The cubic symmetry of the crystals
investigated in this work implies a fourfold rotational symmetry about the azimuthal rotation
axis. For this reason, an azimuthal rotation about 90° suffices in order to cover symmetry
equivalent values for H(w) and K(w). A single data point in this time-resolved HEXRD
experiment corresponds to one of these integrated v H?2 + K2 vs L-RSMs. Therefore, the
time resolution 1/At with which the series of RSMs documents the growth process is given
by the time these azimuthal rotations take. In order to increase the time resolution, the
sample was not rotated about the full 90° range, but only over a smaller range Aw that
covers a particularly interesting set of reflections (HKL).

For this reason, immediately before start of the deposition the sample is azimuthally aligned
to an angle wi11 at which the substrate 111 reflection is best visible on the detector. During
deposition, the sample is continuously rotated between w111 + Aw, with Aw = 5° or Aw = 7°,
at an angular speed of 2°/sec, in order to observe the development of the (22L)pe,0, rod
during growth. The detector images obtained during each one of these rotations are then
summed up to obtain one vV H2 + K2 vs L-RSM every At = 12... 14 seconds. After the growth
of the sample, a RSM with a full rotation of 90° is recorded with a rotation speed of 0.5°/sec,
and an XRR curve was recorded. The electronic structure and chemical composition of the
as-grown sample is characterized by XPS, using the Al anode of the installed x-ray tube.
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4.3.3. Time-resolved hard x-ray photoelectron spectroscopy at P22

In order to obtain information on the cations stoichiometry of magnetite films during the
growth, time resolved HAXPES measurements of Fe3O4/SrTiO3(001) films have been per-
formed. To this end, the same custom-designed UHV-deposition chamber used for the tr-
HEXRD measurements is installed at P22 of PETRA III at DESY [66]. The sample is illu-
minated by an x-ray beam under a glancing angle of 3° at a photon energy of 4.6keV, and
photoelectrons are collected using the Phoibos HSA 150 hemispherical analyzer at a o = 30°
angle from the surface normal. The information depth ID(95) from which 95% of the photo-
electrons escape can be calculated as 23] ID(95) = Apypp - cos(a) - In(1 — 25, and is about
ID(95) = 16 nm in this experiment. The inelastic mean-free path Appp = 6.2nm has been
estimated using the TT2p equation [55], The photoelectron spectra of the Fe 2p is recorded
by scanning from high to low binding energies. Recording of a single spectrum takes 120
seconds, which means that the film thickness was changing during a single measurement.
After the growth of the sample, more detailed spectra of the Fe2p, the Ols and the Fe3p

peaks are measured.

4.4. X-ray magnetic reflectivity experiments at beamline
UE46 PGM-1

The XRMR measurements presented in this work have been recorded at the beamline
UE46_PGM-1 173 of BESSY II. X-rays in the energy range of Ep, = 690...1000eV are
produced by an Apple-II undulator, enabling a variable polarization (cf. Sec. 4.1), and
monochromatized by a plane grating [166] Iy order to avoid scattering and absorption of the
soft x-rays on air, the entire beam path from the undulator to the detector is evacuated.

The sample setup is illustrated in Fig. 4.7(a). In order to magnetize the sample in the
direction of the x-ray propagation, it is located in a magnetic field of about B = 200 mT.
This field is produced by two permanent magnets surrounding the sample. In order to ensure
a homogeneous magnetic field at the sample location, the magnets slightly exceed the sample
surface vertically. This has the consequence that at very low incident angles 8, the sample is
shadowed by the magnets, reducing the intensity for small scattering vectors g,.

A wire is contacted to the edge of the sample surface by a spot of silver epoxy glue, and
directed to a current amplifier, in order to measure XAS and XMCD spectra in TEY mode.
The sample is positioned to the x-ray beam with an incident angle of # = 30°, and the x-ray
energy is scanned across the Fe L edge (Ep, = 690 — 760eV), successively for left and right
circularly polarized x-rays (oF, 0~ ). From the XMCD spectrum obtained this way, resonance
energies which correspond to a strong dichroism in the signal are determined, at which the
XRMR measurement is to be performed.

XRMR measurements are done in a 6-20 geometry, sketched in Fig. 4.7(b): the path of the
x-ray beam is fixed along the x direction, towards which the sample is rotated by an angle 6.
The x-rays are reflected from the sample surface under the same angle 6, so that the detector
has to be positioned at an angle of 2 -6 to the x-axis in order to capture the reflected beam.
Two XRR curves are recorded with both helicities one after the other in order to obtain the
asymmetry ratio (cf. Sec. 2.6).
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Fig. 4.7: (a) Sample setup for the XRMR measurements at UE_LPGM-1. The sample is
located between two permanent magnets, which produce a magnetic field of about 200 mT. A
wire is connected to the sample surface to measure an XAS TEY signal. Two XRR curves are
subsequently measured with both helicities using a photodiode detector. (b) 6-20 geometry
of the XRR measurement. The x-ray propagates along the x direction, the sample — together
with the magnets — is rotated by an angle 6, and the detector by an angle of 2 - 6 towards the
X axis.

4.5. Analysis of spectroscopic data

4.5.1. X-ray photoelectron spectroscopy

Figure 4.8(a) shows XPS data of the Fe2p of a Fe30,/SrTiO3(001) sample. The intensity
difference to the right and the left of the peaks is due to an inelastic background, which is
usually undesirable and has to be subtracted in order to compare the measurement to multi-
plet simulations. The most widespread way to do this is by using a Shirley background [174],
shown as purple line in Fig. 4.8(a). The data with background subtracted are shown in
Fig. 4.8(b), together with the individual cation spectra of the Fe2d;, Fead; and Feds; species
and their sum. The result of a CTM calculation is a series of lines with relative energy shifts
and intensities, which have to be multiplied with a peak function in order to be compared
with the data. The broadening of a peak is considered to have a Gaussian instrumental
component, stemming from the inaccuracy in energy introduced by the x-ray beam and the
analyzer, and a Lorentzian lifetime component, stemming from the energy-time uncertainty
introduced by the lifetime of the excited states. They are represented by a Pseudo-Voigt
peak function, obtained by the direct sum of Gaussian and a Lorentzian. The instrumental
broadening depends on the setup at hand, and the lifetime broadening is usually unknown
and is manually chosen to match the data. Typical values for the lifetime broadening are
0.3eV for the Fe2p3/, and 0.6 eV for the Fe2p, 5 edge. Another manually selected parameter
are the absolute binding energies. Since CTM calculations do not provide absolute binding
energies, the energy positions of the three individual spectra have to be manually shifted in
order to reproduce the data.

The simulation seen in Fig. 4.8(b) captures its main features well, but fails at delivering an
actual fit to the data. For once, a shake-up satellite is present at ~ 742 eV which cannot be
described by CTM. However, more severely, the relative intensities of the 2p3 /5 and the 2py 5
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Fig. 4.8: (a) XPS data from a Fe304/SrTiO3(001) sample, together with a Shirley back-
ground. (b) Data from (a) with the background subtracted, together with CTM calculations
of the individual cation spectra and their sum. This is the same image as Fig. 3.9(a), repeated
for reader convenience.

are misjudged by the calculation. This is neither a shortcoming exclusive to this work’s calcu-
lations nor exclusive to iron oxides, but is found similarly in other publications and for other
systems [52,53,175,176] | 14 origin is still elusive — it is typically vaguely attributed to sources
not accessible by the work at hand: charge-transfer cluster-models (without multiplets) as-
sisted by explicit inclusion of inelastic energy-loss backgrounds attribute it to multiplet effects
or interference effects from Coster-Kronig decays [175], and multiplet calculations without ac-
cess to inelastic backgrounds attribute it to inelastic background effects [176] Ultimately,
CTM calculations for XP spectra are quite successful in qualitatively reproducing spectral
features, but cannot be used for actual fitting to experimental data.

4.5.2. X-ray absorption spectroscopy and x-ray magnetic dichroism

In contrast to XPS, data fitting to CTM calculations is often possible for XAS and XMCD.
In this work, the Cowan code by Theo Thole [177] has been used to perform the multiplet
calculations with assistance of the software CTM4XAS [28:178]  In order to more efficiently
perform the calculations and compare them to data, a graphical user interface (GUI) to
the Cowan code has been implemented in Python for this work, Ferridor Magnetowitsch
Dostichjewskij (FMD). It computes CTM spectra of a set of cations, adds them to a total
simulation and compares them to data sets of XAS and XMCD spectra. The GUI is shown in
Fig. 4.9. It supports multiplet calculations of the Lo 3 edges for divalent and trivalent ions of
the elements Fe, Ni and Co in octahedral and tetrahedral coordination. Additionally, it offers
an interface to process XAS and XMCD data for the sum rule evaluation. The individual
multiplet and sum rule functionalities are accessible as tabs (black box). In Fig. 4.9, the
multiplet tab for iron is displayed. The green box contains the Slater-Condon parameters for
Coulomb interaction (Fdd, Fpd, Gdd) and spin-orbit coupling (SOC_2p, SOC_3d). They are
given relative to the values obtained from Hartree-Fock calculations. Typically, the spin-orbit
coupling terms are left at 100%, and the Coulomb parameters are set to 80% [51]. The blue
box contains the broadening parameters of the Pseudo-Voigt function which is multiplied
with the line intensity obtained from the CTM calculation. Gauss refers to the instrumental
broadening, Lorentzl to the lifetime broadening for the Fe2ps/, states and Lorentz2 to the
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Fig. 4.9: GUI of the software FMD, used for multiplet analysis in this work. The black box
shows tabs offering multiplet fitting or sum rule analysis for different elements. In the green
box are input fields for the Slater-Condon parameters. The red box contains a list of the used
cation and the used multiplet simulation parameters. The weight and the energy position of
the individual cation spectra can be set by using the sliders in the yellow box. In the three
graph windows at the bottom, the XAS and XMCD data are compared to the weighted sum
of the cation spectra, and the corresponding cation stoichiometry is displayed.

lifetime broadening for the Fe2p, /, states, and are given in eV. The input line labeled as
'resolution’ sets the energy resolution of the simulations. The red box contains a list of all
selected cations, in which the simulation parameters can be set (for details on the multiplet
parameters printed in bold, see Sec. 2.4.2):

e EG2: corresponds to the charge-transfer energy A of the ground state

e EG2-EF2: EF2 is the charge-transfer energy Ay of the final state. According to
Eq. (2.24), it is typically 1... 2eV smaller than A. For this reason, the software uses
EG2 — EF2 as input.

e Crystal field: the energy split 10Dq of the e, and the tog states of the 3d orbitals in
a cubic crystal field

e FExchange: sets the Zeeman splitting Aeyxc energy of the m; states, as discussed in Sec.
2.4.5

e ds: the energy term Ds is related to 10Dq and necessary to describe the crystal field
energy in tetragonal symmetry. It has been implemented because it can be used to
account for strained unit cells which are not strictly cubic anymore. However, in this
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cation | A (eV) | 10Dq (eV) | Upq (eV) | Udq (eV) | teg (eV) | ti2g (eV)
XPS | Fe2 4.0 1.0 7.5 7.0 2.3 -1.15
Feidt 2.0 -0.6 7.5 7.0 1.35 -2.7
Fed3& 2.0 1.0 8.0 7.5 2.2 -1.1
XAS | Fe2d 6.0 1.0 7.0 6.0 2.0 1.0
Feid; 6.0 -0.6 7.0 6.0 2.0 1.0
Fegd 6.0 1.0 7.0 6.0 2.0 1.0

Tab. 4.1: Typical parameters for charge-transfer multiplet calculations of Fe304 for XPS and
XAS. The XPS parameters are taken from Ref. [53], XAS parameters from Ref. [23].

work all calculations have been performed assuming cubic unit cells, thus Ds = 0eV.
weight: the weight of the corresponding cation spectrum in the sum

Eshift: the relative energy position of the spectrum

egMix: mixing strength ¢ between the charge-transfer states of the e, orbitals
t2gMix: mixing strength ¢ between the charge-transfer states of the to, orbitals

A CTM calculation for a single cation is quite computing-intensive and can take up to 50
seconds on a regular office PC. A quick variation of the multiplet parameters is therefore not
possible. Exceptions are the weight and the Eshift parameters, which only affect the way
the cation spectra are added. Since they do not require a new CTM calculation, they can
be varied on the fly using the sliders in the yellow box. The software saves the results of the
multiplet calculations in a database, so that calculations with a parameter set that has been
previously performed does not need to be repeated. The results of the CTM calculations and
their sum are plotted below for both XAS and XMCD, together with the experimental data.
Additionally, the cation stoichiometry resulting from the weights of the individual cation
spectra is given in the bottom column graph.

Generally, multiplet simulations describe XAS and XMCD data well for transition metal
oxides. A systematic weakness is the high-energy flank of the L3 peak, which is always
underestimated [23735’51], while all other features are well captured. This can even be en-
hanced if XMCD data are available. If the same CTM calculation that produces the fit to
the XAS data simultaneously achieves the fit to the corresponding XMCD, the cation stoi-
chiometry can be usually confidently obtained. This can in principle also be achieved if only
XAS data are available, but leads usually to ambiguous results.

Table 4.1 summarizes typical multiplet parameters used for XPS, XAS and XMCD calcula-
tions for Fe3Oy4.
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Abstract

We present time-resolved high energy x-ray diffraction (tr-HEXRD) and time-
resolved hard x-ray photoelectron spectroscopy (tr-HAXPES) data of the reactive
molecular beam epitaxy (RMBE) of Fe3Oy4 ultrathin films on various substrates. Re-
ciprocal space maps are recorded during the deposition of FesO4 on SrTiO3(001),
MgO(001) and NiO/MgO(001) in order to observe the temporal evolution of Bragg
reflections sensitive to the octahedral and tetrahedral sublattices of the inverse spinel
structure of FegsOy4. A time delay between the appearance of rock salt and spinel-
exclusive reflections reveals that during growth of the first 1.1nm, the iron oxide
films grow in a Fe;_50O rock salt structure, for which only octahedrally coordinated
lattice sites are occupied, before the inverse spinel structure of Fe3O4 develops. This
is confirmed by tr-HAXPES data, which demonstrate an excess of Fe?* cation in
growing films thinner than 3.2 nm. This rock salt phase only appears during growth
and vanishes after the supply of the Fe molecular beam is stopped. Thus, it can
be concluded the rock salt structure of the interlayer is a property of the dynamic
growth process.

5.1. Introduction

Iron oxides grow in a variety of crystal structures and stoichiometries, and their electronical
and magnetic properties vary significantly between these phases. Both hematite (a-FeyO3)
and maghemite (y-FeaO3) are semiconductors and represent the iron oxides with the highest
oxidation state, with all iron ions occuring in the Fe3* charge state [123,179] a-Fes O3 crys-
tallizes in a corundum structure 180 and is a canted antiferromagnet at room temperature
with a Néel temperature Ty = 683°C [97}, while y-FesOg is ferrimagnet with a Curie tem-
perature of T = 620°C [124] and grows in a defect spinel structure 971, Magnetite (FezOy)
is a half-metallic ferrimagnet with a Curie temperature of Tc = 580°C. It crystallizes in the
inverse spinel structure (ape,0, = 8.396 A) and exhibits mixed valences of Fe?t and Fe?*
cations (26, Wiistite (Fe1s0) — a semiconducting antiferromagnet with a Néel temperature
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of Ty = —75°C, crystallizing in the rock salt structure (apeo = 4.332 A) (119,181] _ represents
the lowest oxidized polymorph. Wiistite is often found in a defect stoichiometry and typically
denoted as Fe; 50O, with 6 ranging from 0.05 to 0.17 [111,181]

Because of this variability of their properties, thin films of iron oxides are often regarded as at-
tractive for spintronics. For instance, magnetite is a long-standing candidate to contribute to
all-oxide thin-film spintronic devices, as a source for spin-polarized currents [7712], maghemite
has been discussed as a magnetic tunnel barrier for spin-filter [123, 182], and exchange bias has
been observed in Fe/Fe;_sO bilayers.

In order to effectively study thin-film-based spintronic devices, a detailed knowledge of the
growth mechanism down to the monolayer level is necessary. The growth mechanism of FesO4
thin films has been frequently studied. Chang et al. investigated the cation stoichiometry of
Fe304/MgO(001) for very thin films of few monolayers with x-ray absorption spectroscopy
(XAS) and concluded that these ultrathin films dynamically redistribute during growth in or-
der to avoid polarity [80], Tt has also been reported on an iron-deficient wiistite layer of about
3 monolayers at the Fe3O4/MgO(001) interface observed by x-ray diffraction (XRD) [21].

Fe3O4 ultrathin films have been grown on a wide array of substrates. The most widespread
choice is the rock salt crystal MgO(001), because its lattice constant of ango = 4.212 A results
in a small mismatch of 0.3% to Fe3sO4 and grants pseudomorphic growth [17,21,80,117,144-148]
A drawback of MgO(001) substrates is the limitation of growth and annealing temperatures
to 250°C, as Mg starts to interdiffuse into the magnetite film at higher temperatures (36],
SrTiO3(001) substrates, in contrast, crystallize in the perovskite structure and have a lattice
constant of ag,Tio, = 3.905 A and a mismatch of —7.5% to magnetite, offering the possibility
to study strain effects on magnetite (22,34,143,149,150] ' Djifferent than on MgO, FesO4 can be
grown on SrTiOj at elevated temperatures with no risk of interdiffusion 4. On SrTiO3(001),
Fe304 has been reported to grow in different orientations: for temperatures below 400°, grows
with a (001) orientation, while for temperatures of 700° and above, the more stable (111)
orientation is favored [183:184] Ultrathin film bilayers of Fe3O,4 and NiO, on the other hand,
are very interesting from a spintronic perspective, because the exchange bias between the
ferrimagnetic magnetite and NiO, which is antiferromagnetic below its Néel temprature of
Tn = 250°C, can be exploited for magnetic tunnel junctions (23,130-133]  Thig effect causes
an asymmetric hysteresis of the ferromagnetic film, with different switching fields depending
on the direction of the external magnetic field.

In previous studies, FesOy films were grown by reactive molecular beam epitaxy (RMBE)
and subsequently investigated after growth (23,168] ' XRD has been used to study thickness
dependent structural properties while x-ray photoelectron spectroscopy (XPS) has been ap-
plied for electronic and chemical analysis. A more direct access to the growth process can
be granted by simultaneously depositing the film and performing XRD 22] and XPS investi-
gations. This is the route taken in this study. FesO4 ultrathin films are grown on Nb-doped
SrTiO3(001), MgO(001) and NiO/MgO(001) by RMBE, and time-resolved high-energy x-
ray diffraction (tr-HEXRD) is used to observe the formation of Bragg peaks of the evolving
Fe304 film which are specific to the order of octahedrally and tetrahedrally coordinated Fe
cations during growth. Time-resolved hard x-ray photoelectron spectroscopy (tr-HAXPES)
is employed to observe the development of the Fe 2p spectrum of Fe304/SrTiO3 during the
deposition in order to allow conclusions towards the different oxidation states of Fe through
the entire film thickness.
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5.2. Experimental details

Synchrotron-based tr-HEXRD measurements utilize high energy x-rays in combination with
large area 2D detectors to collect time-resolved diffraction data of dynamic processes, such
as thin film growth [185] op catalytic processes (172 1n this study, we observe the intensity
evolution of the Bragg reflections of Fe3O4 during the deposition of the films.

Our tr-HEXRD measurements were performed at beamline P07/EH2 of PETRA III at
Deutsches Elektronen-Synchrotron (DESY). A custom-designed UHV-deposition chamber
was mounted on the diffractometer, in order to perform grazing-incidence diffraction with
a glancing angle of # = 0.03° during the deposition of the thin films. The sample prepa-
ration followed the procedures in Refs. [23,168,169]. Before deposition, the MgO and the
Nb-doped (0.05 wt%) SrTiOs substrates were annealed at 400°C for one hour in an oxy-
gen atmosphere of po, = 10~*mbar. For the Fe30,/NiO/MgO(001) sample, first a 5.6 nm
thick NiO layer was grown by evaporating Ni from a metal target in an oxygen atmo-
sphere of po, = 5-10"%mbar at 250°C substrate temperature. Both the FezO4 films on
NiO/MgO(001) and on MgO(001) were deposited by evaporating Fe under the same con-
ditions as the NiO film. The Fe3O4/SrTiO3(001) film was deposited in a reduced oxygen
atmosphere of po, = 1-10~%mbar and a higher substrate temperature of 350°C. Film thick-
nesses were controlled by calibrating the fluxes of the evaporators. Table 5.1 summarizes the
final thicknesses d after growth and growth rates for the three investigated samples.

For the Fe304/MgO(001) and the FezO4/SrTiO3(001) samples, a photon energy of 74keV
was used, and data were recorded on a Dectris Pilatus 3X CdTe 2D area detector. Before
the start of the deposition, the samples were azimuthally aligned to an angle w(;11) at which
the Bragg condition for the substrate (111) reflection was fulfilled. During deposition, the
samples were continuously azimuthally rotated between w11y + 7° with a rotation speed of
2°/sec, in order to observe the development of the (22L)pe,0, crystal truncation rod (CTR)
during growth. The detector images obtained during each one of these 14°-rotations were
then summed up to obtain one reciprocal space map (RSM) every 12 seconds (cf. right half
of Fig. 5.1). After growth, the electronic structure of the samples was characterized in situ
by XPS, using a Phoibos HSA 150 hemispherical analyzer and an Al Ka anode, in order to
probe the stoichiometry of the grown iron oxide, and a RSM with a full rotation of 90° was
recorded with a rotation speed of 0.5°/sec.

For the Fe304/NiO/MgO(001) sample, we followed the same procedure, but using a photon
energy of 72keV and a Perkin-Elmer XRD1621 detector, with a rotation range of w(;41) 4 5°,
and recorded one RSM every 28 seconds. Again, after growth a RSM with a full rotation of
90° was recorded.

Tab. 5.1: Thicknesses and deposition rates of the samples.

tr-HEXRD tr-HAXPES
sample Fes04/NiO/MgO  Fe304/MgO Fe3O4/SrTiO3 | continuous  step-wise
dre;0, (nm) 189+ 0.1 8.6 +0.2 124+ 0.5 18.8+0.3 17.1£0.7
rate (nm/min) 2.6 0.86 0.31 0.47 0.86

91



Chapter 5. Time-resolved diffraction and photoelectron spectroscopy investigation of the
reactive molecular beam epitaxy of Fe304 ultrathin films

Fig. 5.1: Reciprocal space map of the
Fe304/MgO(001) sample.  The right half
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In order to obtain information on the temporal evolution of the stoichiometry of the different
cations of Fe3O4 during the growth, we performed complimentary tr-HAXPES measurements
during the growth of FesOy4 films on SrTiOs. To this end, we installed the same custom-
designed UHV-deposition chamber used for the tr-HEXRD measurements at beamline P22
of PETRA III at DESY [66]. The samples were illuminated by an x-ray beam under a glancing
angle of 3° at a photon energy of 4.6 keV, and photoelectrons were collected using the Phoibos
HSA 150 hemispherical analyzer at a a = 30° angle from the surface normal, resulting in an
information depth of about ID(95) = 16 nm 23],

The films were deposited in an oxygen atmosphere of po, = 5-10"%mbar at a substrate
temperature of 400°C. One sample was deposited continuously up to a thickness of 18.8 nm,
and one sample was deposited step-wise: After each spectrum taken during the deposition
of 1.7nm Fe3Qy4, the growth was stopped by interrupting the molecular beam, and a Fe 2p
spectrum was measured by averaging over 9 scans before the next deposition step. The
photoelectron spectra of the Fe 2p were recorded by scanning from high to low binding
energies. For the continuously deposited film, the spectra were recorded in 0.2 €V energy steps
and an integration time of 0. Sst‘fe%, taking 60 seconds for a single spectrum, which means that
the film thickness was changing by 0.5 nm during each measurement. For instance, the first
spectrum started recording at a binding energy of 760eV and a film thickness of O nm, and
ended at a binding energy of 690 eV with a film thickness of 0.5 nm. We used a linear scaling
function on these spectra in order to account for the fact that the intensity of the Fe 2p
increases with the film thickness. The step-wise deposited film in energy steps of 0.2eV and
an integration time of 0.2 Z2&, taking 120 seconds for a single spectrum. The deposition rates
can be found in Tab. 5.1. Charge transfer multiplet (CTM) calculations of the XPS spectra
of the three cation species in FesO,4 have been performed using the method and parameter

set of Fuji et al [53],
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Fig. 5.2: (a) Small angle region of an
RSM taken at a thickness of 1.1 nm of
the Fe304/SrTiOs3 film. Black arrows in-
dicate two distinct streaks parallel to g .
(b) The same region as in (a), but at a
film thickness of 4.4 nm. Two streaks at
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5.3. Results

Figure 5.1 shows a RSM of the as-grown Fe304/MgO sample, obtained by a full 90° azimuthal
rotation. The right half shows recorded data and the left a schematic of the peak positions
from MgO, SrTiO3 and Fe3Oy.

Information on the early growth stage can be collected by tr-HEXRD by analyzing the graz-
ing incidence small angle x-ray scattering (GISAXS) data in the small angle region of the
RSMs (cf. Fig. 5.2). After this stage, the goal of the tr-HEXRD measurements is to record
the intensity evolution of the (222)pe,0, and the (224)pe,0, reflection. This endeavor is com-
plicated by the close lattice match of MgO and Fe3Oy4: FezO4 has roughly double the lattice
constant of MgO with a small lattice mismatch of only 0.3%, and consequently, Bragg re-
flections (HK L)mgo of MgO almost coincide with reflections (2H,2K,2L)re,0, of Fe3Oy.
This can be seen in the schematic RSM in Fig. 5.1, where black circles indicate the MgO
reflections, and squares the reflections of FesO4. The intensity difference between the bright
substrate reflections and the weaker film reflections is too high for the detector to record them
simultaneously. For this reason, the MgO reflections had to be covered by semi-transparent
beamstops on the detector. For instance, on the one hand, the (222)pe,0, has to be blocked
(see white disk in the RSM presented in the right half of Fig. 5.1) since it almost coincides
with the (111)-reflection of MgO. On the other hand, the (224)pe,0, is fully visible, since the
corresponding substrate-related Bragg reflection (112)y50 is forbidden.

In contrast, the perovskite structure of SrTiOs has more allowed reflections, including the
(112)s,1i04, as illustrated by the green crosses in Fig. 5.1. But since its higher lattice mis-
match of —7.5% to Fe3Oy, the substrate reflections are well separated from the film reflection,
making a direct observation of both the (222)pe,0, and the (224)pe,0, reflections possible.

5.3.1. FE304/SI‘TiO3

Figure 5.2(a) shows the small angle region of an RSM taken at a film thickness of 1.1nm.
Two streaks parallel to the ¢, direction are highlighted by two black arrows. Their reciprocal
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Fig. 5.3: (a) Diffracted intensity along the (22L)fe,0,-rod, in the region indicated by the white
box in Fig. 5.1, as a function of film thickness. The dotted horizontal white lines indicate the
start and end of the deposition process. The white dashed boxes show the regions where the
intensities for the (222)fe,0, and (224)re,0, presented in (b),(c) are taken, respectively. (b)
Intensity evolution for the (222)fe,0, and (224)re,0, during deposition. (c) Close-up of the
initial growth stage. Blue and red dotted lines indicate film thicknesses where the (222)fe,0,
and (224)ge,0, start to change intensity. (d),(e) Evolution of (d) the in-plane scattering vector
g1 and (e) the out-of-plane scattering vector g| of the film (222) reflection. Dashed horizontal
lines indicate the expected scattering vectors for bulk Fe304 and bulk Fe;_sO. Dotted blue and
red vertical lines indicate the thicknesses at which the (222) and the (224) reflections emerge,
respectively.

space distance Ag) is plotted as a function of film thickness in Fig. 5.2(c). They become first
visible at a film thickness of about 0.5 nm, and then move gradually closer to each other along
the g direction with increasing film thickness, until they eventually become indistinguishable
and merge in the center at a thickness of about 2.2nm. At a film thickness of 2.9 nm, two
new streaks appear, highlighted by black dashed lines in Fig. 5.2(b). In the projection of the
RSM, they are tilted by an angle of 55° from the ¢, direction. These streaks remain present
for the rest of the growth process, including the finished film.

In order to gain insight into the growth dynamics of the Fe3O,/SrTiO3 film, we used tr-
HEXRD to monitor the evolution of the (222)pe,0, and the (224)pe,0, reflections during the
deposition. Figure 5.3(a) shows how the intensity along the (22L)pe,0,-rod (white dashed
box in Fig. 5.1) changes with the film thickness. The color scale corresponds to the intensity,
the horizontal axis to the Miller index (0.93,0.93, L)s,io, and the vertical axis to the film
thickness. For the thickness axis, we assumed a linear relation between deposition time
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and film thickness. In the color plot of Fig. 5.3(a), it can be seen that at the beginning of
the growth, neither the (222)pe,0, nor the (224)pe,0, can be observed. After about 1 nm of
growth, intensity is detected at the (222)pe,0, position, and with a slight delay the (224)pe;0,
reflection appears. For better quantification, Fig. 5.3(b) shows the L-integrated intensity
along the white dashed boxes for the (222)pe,0, and the (224)pe,0, (cf. Fig. 5.3(a)) as a
function of film thickness and deposition time for the full growth process, and Fig. 5.3(c)
contains a close-up of the early growth stage. Here, the delay between the emergence of the
(222)Fe;0, and the (224)pe;0, can be determined to be Ad = 1.25 £ 0.12nm. It can also be
seen that the (222)pe,0, does not appear before a coverage of 1.55 nm has been reached.

The position of the (222)re,0, has been fitted to draw conclusions towards the lattice constant
during growth. Figures 5.3(d),(e) show the evolution of the in-plane component g and the
out-of-plane component ¢, of the scattering vector of the (222)pe,0,. Both components move
from a smaller position at low film thicknesses to a larger position at thicker films. This
corresponds to a compression of the lattice parameters in both vertical and lateral direction.
The dashed lines indicate the scattering vector components expected for bulk Fe3O4 and for
bulk Fe;_s0O. It can be seen that the position of the (222) reflection is close to the expected
value for Fe;_sO at the beginning of the deposition, and settles close to the position expected
for Fe3O4 when the film grows thicker.

In order to make conclusions about the oxide phase in this early growth phase, we per-
formed tr-HAXPES measurements of the growth of FesO4/SrTiOg films. The results are
shown in Fig. 5.4. Figure 5.4(a) shows the spectra recorded from the continuously deposited
Fe30,4/SrTiO3 film. During the measurement of each spectrum, about 0.47 nm of Fe3O4 have
been deposited. For the films below 1.4 nm thickness, the low signal-to-noise ratio makes it
difficult to observe spectral features. However, for film thicknesses from 1.9nm to 3.3nm, a
satellite feature at the high-energy side of the Fe 2p3/, can be observed, highlighted by the
arrows. For films thicker than 3.8 nm, this satellite disappears, and the region between the
Fe 2p3/, and the Fe 2p; /, is flat. This effect is even more obvious in a step-wise deposition
process, for which spectra could be recorded at higher integration times (cf. Fig. 5.4(b)).
It was grown in steps of 1.7nm. After each deposition step, the growth was interrupted.
Spectra were taken during and after each deposition step. The violet, magenta and cyan
spectra presented in Fig. 5.4(b) were recorded during the first three deposition steps, and
had thicknesses of 1.7 nm, 3.4nm and 5.1 nm after the end of the corresponding measurement,
respectively. The orange spectrum was taken during the interruption after the first deposi-
tion step, at a film thickness of 1.7 nm. These deposition steps are illustrated in Fig. 5.4(d),
with the step labels 1), 2) and 3) corresponding to the in the spectra in Fig. 5.4(b). For
the spectra recorded during the first two deposition steps (purple and magenta), a satellite
can be seen on the high-energy side of the Fe 2p3/, (purple and magenta arrows), which
vanishes for both, films thicker than 5.1 nm and the spectrum taken during the interruption.
This satellite is well known to be a charge-transfer satellite stemming from Fe?*t cations on
octahedral lattice sites. To illustrate this, Fig. 5.4(e) shows CTM calculations of the Fe 2p
spectrum for the three cation species in Fe3O4. The individual cation spectra show a distinct
charge-transfer satellite between the Fe 2p3 /5 and the Fe 2p; /5 lines at different energies. It
is highlighted for the Fe2d; spectrum by a green arrow. Summing up the three spectra in a
1:1:1 ratio yields the Fe3O4 spectrum (black), which does not exhibit any satellite structure
between the Fe 2p main lines, because the satellites of the individual cation spectra overlap
in such a way that they form a flat plateau 53], This shape is observed for the spectra during
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Fig. 5.4: (a) HAXPES data of the Fe 2p recorded during the continuous deposition of a
Fe304/SrTiO3 film. The data was smoothed by a Gaussian filter. (b) HAXPES data of the
Fe 2p recorded during the step-wise deposition process of a Fe304/SrTiO3 film [1) purple, 2)
magenta and 3) cyan] and during an interruption of the deposition (orange), as illustrated in
(d). At the end of the measurements during deposition, the films were 1.7 nm, 3.4nm and
5.1nm thick. (c) Close-up of the Fe 2p3/, region; violet and yellow lines indicate center of the
peak in the respective spectrum. (d) Sketch of the step-wise deposition process, corresponding
to the spectra in (b). (e) CTM calculations of the XPS spectra for the three cation species
of Fe304, Feld (green), Fedd (red) and Fedd (blue). Grey line is the sum of the Fe3d and
Fe3& spectra, and the black line is the sum of all three spectra, representing the full Fe3O4
spectrum. Arrows highlight the charge-transfer satellite characteristic for Fe?T cations.

the third deposition step and in the interruption after the first deposition step in Fig. 5.4(b),
and for film thicknesses higher than 3.8 nm in Fig. 5.4(a).

Additionally, we observe a chemical shift of about 0.5eV for both Fe 2p main lines between
the spectrum during the first deposition step on the one hand and the spectra recorded after
the first and during the third step on the other hand, shown for the Fe 2p3/5 peak in the
inset of Fig. 5.4(a). The spectrum taken during the second deposition step displays both a
weaker satellite as well as a energy position in between the two other spectra.

5.3.2. Fe30,4/MgO and Fe;0,/NiO/MgO

For the Fe3Oy4 films deposited on MgO, an according evaluation is slightly more difficult
because the overlap of the (222)pe,0, and the (111)ygo0 reflections does not allow for an
immediate observation of the (222)pe,0,. Particularly, the region around the (111)nmg0 has
to be blocked by a semi-transparent absorber, as can be seen in Fig. 5.1. Therefore, instead
of the Bragg peak, we observe the intensity of the CTR at a position (2,2,2 — €)pe;0, close
to the (222)pe,0, reflection, with e = 0.12. Analogous to Fig. 5.3(a), Fig. 5.5(a) shows
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Fig. 5.5: (a),(d) Diffracted intensity along the (22L)fe,0,-CTR of the (a) Fe3Oa4film on MgO
and the (d) Fe304/NiO stack on MgO, in the region indicated by the white box in Fig. 5.1,
as a function of film thickness. The dotted white lines indicate the start and end of the
deposition process. The white area around L=1 is caused by the beam stop for the (111)mg0
substrate reflection. The white dashed boxes show the regions in which the intensities for
the (2,2,2-€)re;0, and (224)re,0, in (b),(e) are taken. (b),(e) Intensity evolution for the
(2,2,2-€)Fe;0, and (224)fe,0, during the deposition of (b) the Fe304/MgO film and (e) the
Fe304/NiO/MgO. (c),(f) Close-up of the initial growth stages in (b),(e) demonstrating the
delayed onset of occupation of the tetrahedral sublattice. Data for the (2,2,2-€)re,0, in (f)
have been offset for better visibility. Blue and red lines indicate positions where the (2,2,2-
€)Fe;0, and (224)re,0, start to change intensity.

a false color map of the diffracted intensity during the growth process of the Fe3O4 film
on MgO. Before starting the growth process, again there is no intensity at the (224)pe,0,
position. Around the position of the (222)pe,0, (L = 1.003 in Fig. 5.5(a)), however, no
intensity (white region) can be detected due to the semi-transparent absorber. At L = 1, the
(111)amgo reflection is visible as a sharp bright line. The intensity has been corrected for the
attenuation by the semi-transparent absorber. In the vicinity of the absorber, the (111)yg0-
CTR decays monotonically with the L-distance from the main reflection. As soon as the
deposition begins, Laue oscillations from the (222)pe,0,-reflection emerge, and their period
changes with growing film thickness. The (224)pe,0,, however, is absent at the beginning,
before it gradually appears. Nearing the end of the growth process, it also develops a Laue
fringe. After the end of growth, the period of the Laue fringes remains constant, pointing to
a stable film thickness and interface roughness.

In Fig. 5.5(b), the L-integrated intensities in the white boxes in Fig. 5.5(a) as a function of
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film thickness are plotted, and Fig. 5.5(c) shows a close-up of the temporal evolution during
growth of the first 3nm. Immediately after the beginning of the deposition, the intensity
at the (2,2,2 — €)pe;0, position starts to oscillate due to the emergence of Laue fringes of
the (222)pe,0,-reflection, which are changing frequency during the growth. With a delay of
about Ad = 11 + 1.3 A, the intensity of the (224)pe,0, starts to rise, very similar to the case
of the F6304/SI“Ti03.

We used the same procedure to analyze the Fe3O,/NiO/MgO sample. The intensity of
the (2,2,2 — €)pe;0, Was analyzed at € = 0.09. The results are shown in Figs. 5.5(d)-(f). In
Fig. 5.5(d), Laue oscillations caused by the finite thickness of the NiO film are visible already
before the deposition of FegOy4 starts. After start of the deposition, they are superimposed by
the Laue-oscillations due to the FezO4 film, resulting in a Moiré pattern caused by the Laue-
oscillations of the two films. As in the case of the FesO4/MgO sample, the intensity at the
(2,2,2 — €)pe;0, position starts oscillating immediately after the beginning of the deposition,
while the intensity of the (224)pe,0, reacts with a delay of about Ad = 10+ 3 A.

5.4. Discussion

The GISAXS data of the Fe3O4/SrTiO3 film suggest that the film starts to grow in islands.
The two distinct vertical streaks observed in the early stage of the growth (cf. Fig. 5.2(a)) are
an indicator for a cluster formation on the substrate surface, and their orientation parallel to
the ¢ direction corresponds to the formation of islands of cylindrical or box shape [186]  Their
separation distance is a measure of the mean distance of the clusters, and has been observed
to decrease with growing film thickness (cf. Fig. 5.2(c)), corresponding to a coarsening
process due to, e.g., coalescence of smaller islands to bigger ones. From the film thickness
at which the two streaks are not visibly separated anymore, we can conclude that a fully
closed film is formed not before a coverage of 2.2nm. The appearance of the second set of
streaks at 2.9nm, exhibiting a 55° tilt to the out-of-plane direction (cf. Fig. 5.2(b)), is an
indication for the formation of (111) facets [187]. This means that after the first layer is closed,
the film continues to grow in (001) direction, but develops (111) facets on the surface. The
development of (111) facets has been reported earlier for Fe3O4 films, and is related to the
(111) surface being more stable than the (001) surface 371841 The GISAXS data collected
of the Fe304/MgO(001) film (not shown) displays initially the same behavior: the film grows
islands which coalesce to a closed layer at a coverage of about 2 — 3nm. However, no small
angle signal indicating the formation of additional nanostructures is observed. This suggests
that the Fe3O4/MgO(001) film continues to grow in layer-by-layer mode.

The most striking result is the fact that for all three samples, the (222)pe,0, reflections and
their diffraction rods appear soon after the start of the deposition, but the spinel-exclusive
(224)pe;0, reflection follows only after the film has grown thicker by 1.1 + 0.15nm. The
inverse spinel structure of Fe3O4 can be described as consisting of a cubic close-packed oxygen
sublattice, two cation sublattices with double periodicity, one containing the octahedrally
coordinated Feijt/ * cations (B-sites) and one containing the tetrahedrally coordinated Fell
cations (A-sites). These sublattices give rise to different Bragg-reflections, some of which are
exclusive to the spinel structure while others also occur in a rock salt phase [145] Figure 5.6
shows the structure factors |Fyuplattice|> for the A-, B- and O?~ sublattices. The intensity of
the (222)pe,0, has contributions from both the oxygen and the octahedral sublattice, while the

98



5.4. Discussion

intensity of the (224)pe,0, is purely due to the tetrahedral sublattice. Therefore, the delayed
emergence of the (224)pe,0, With respect to the emergence of the (222)pe,0, indicates that
in the early growth stage, the iron oxide film grows in a rock salt structure instead of the
inverse spinel structure of FezO4. Additionally, the position of the (222) reflection of the
film agrees well with the expected position of the (111)pe, ;0 reflection, and only relaxes
towards the lattice constant of Fe3sO4 when the film grows thicker. This suggests that iron
oxide films which are grown under conditions that are well-known to grow in the FesOy4
phase [34,99,117, 145, 169)] begin to grow in a Fe;_5O structure with exclusive occupation of
octahedral lattice sites, and only after a certain thickness start to form the inverse spinel
structure of FesO4 with Fe cations occupying tetrahedral lattice sites, as well. We determine
the thickness of this layer to be about 1 nm, as this is the thickness difference between the
emergence of the two reflections consistent for all three samples. This corresponds to about
2-3 unit cells of Fe;_50O, or about 4-6 atomic layers 21, We also want to emphasize that this
finding is robust although the growth rates differ by almost an order of magnitude between
the samples (cf. Tab. 5.1) and different substrates have been used. A similar effect has been
reported earlier for FesO4/MgO(001) films deposited at low temperatures or low deposition
rates [145). Tt has been attributed to an iron-deficient rock-salt structure which retains the
same stoichiometry as FezOy.

While for the two samples grown on MgO(001), the (222)pe,0,-reflection emerges immediately
after begin of the deposition, for Fe3O4/SrTiO3 the (222)pe,0, appears only after about
1.5nm are grown already. This implies a lower initial ordering in films below a coverage of
1.5nm deposited on SrTiO3(001) than for films on MgO(001). Such a distorted interface
layer of Fe3O4/SrTiO3(001) has been reported before 22 A possible explanation is that the
competition between a (001) and a (111) orientation reported for Fe3Q4/SrTiO5(001) [183.184]
might cause different orientations for different islands, so that no Bragg peaks develop due
to missing long range order during this growth stage. However, our data do not allow a
clarification of the structure in this phase.

In our HAXPES data obtained for the growth of Fe3O4 on SrTiO3(001), we observe a charge-
transfer satellite at the high-energy side of the Fe 2p3/, and a chemical shift of the Fe 2p3 /o
and the Fe 2p;/, to about 0.5V lower energies for iron oxide films with thicknesses between
~ 1.5nm to ~ 4nm. Both, the satellite and the chemical shift in Figs. 5.4(a)-(c) are indi-
cators for an excess of Fe?t cations. This also suggests a Fe;_sO phase, consistent with the
diffraction data. The chemical shift and the satellite are most pronounced for the 1.9 nm

- 1 Fig. 5.6: Contributions of the octahe-
dral, tetrahedral and oxygen sublattices

C to the structure factor |Feuplattice|” Of
Fe304.
1 N N N 1 N N N 1

1 2 3 4
22L (r.l.u. Fe;0,(001))

2
|Fsublattioe|
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Chapter 5. Time-resolved diffraction and photoelectron spectroscopy investigation of the
reactive molecular beam epitaxy of Fe304 ultrathin films

and the 1.7 nm-thick films in Figs. 5.4(a) and 5.4(b), respectively. They are weakened af-
ter the thickness is increased to 3.3nm and 3.4 nm, and vanish at thicknesses of 3.8 nm and
5.1nm. The information depth of our HAXPES measurements is about ID(95) = 16 nm, and
therefore accesses the entire film thickness. However, the vanishing of the spectral features
does not necessarily imply a vanishing of the Fe?*-rich Fe;_sO phase itself, but can also be
attributed to its signal is rendered invisible due to the Fe3O4 phase forming on top. The
tr-HAXPES data of the step-wise deposited film also reveal that the stoichiometry of the
film changes when the growth is interrupted (cf. Fig. 5.4(b)). During deposition, the 1.7 nm
film clearly shows a Fe?T-charge-transfer satellite, also seen for the continuously deposited
sample (cf. Fig. 5.4(a)). However, when the iron supply is cut, the 1.7 nm-thick film exhibits
a spectrum characteristic for Fe3O4, and as soon as the deposition is continued, the satellite
returns. This suggests that this Fe;_sO phase is a transient phenomenon and exclusively
occurs during the dynamic growth process, but does not remain stable when the deposition
is stopped.

5.5. Summary

In summary, the initial growth stage of Fe3O4/SrTiO3(001) appears to occur in 3 steps:
First, the film grows in disordered islands of unknown structure. Second, at a coverage of
about 1.5nm, as the islands become bigger, they predominantly form a rock salt structure
and show an excess of Fe?*, likely being a Fe;_sO phase. Between a coverage of 2.2nm and
3nm, the first layer closes, and at about 2.8 nm the film finally starts to grow in an inverse
spinel structure in [001] direction, developing (111) facets on the surface.

Fe3O4films on MgO(001) and on NiO/MgO(001) start to grow in islands, too, and the first
closed layer forms at a coverage of about 2—3 nm. However, the immediate appearance of the
(222)Fe;0, reflection after the begin of the deposition suggests that these islands immediately
exhibit a well ordered rock salt structure. After a thickness of about 1nm, they grow in the
inverse spinel structure. Given how similar the thickness of the rock salt layer is across all
three samples, it seems very likely that it is due to the formation of a Fe;_5O layer at the
beginning of the growth for all three samples.

The tr-HAXPES measurements of Fe30,/SrTiO3(001) additionally reveal that the Fe;_sO
phase in the sub-nanometer range is only stable during the deposition process, but turns
into a Fe3O,4 phase when the deposition is interrupted. We therefore conclude that this is a
strictly dynamic property of the growth process.
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6. Cation- and lattice-site-selective magnetic
depth profiles of ultrathin Fe304(001) films

Tobias Pohlmann, Timo Kuschel, Jari Rodewald, Jannis Thien, Kevin Ruwisch, Florian
Bertram, Eugen Weschke, Padraic Shafer, Joachim Wollschlager, and Karsten Kiipper

Abstract

A detailed understanding of ultrathin film surface properties is crucial for the proper
interpretation of spectroscopic, catalytic and spin-transport data. We present x-
ray magnetic circular dichroism (XMCD) and x-ray resonant magnetic reflectivity
(XRMR) measurements on ultrathin FesOy4 films to obtain magnetic depth profiles
for the three resonant energies corresponding to the different cation species Fegjt,
Fef’;g and Fegjt located on octahedral and tetrahedral sites of the inverse spinel
structure of Fe3O4. By analyzing the XMCD spectrum of Fe3O,4 using multiplet
calculations, the resonance energy of each cation species can be isolated. Perform-
ing XRMR on these three resonant energies yields magnetic depth profiles that
correspond each to one specific cation species. The depth profiles of both kinds
of Fe3t cations reveal a 3.9 4 1.0 A-thick surface layer of enhanced magnetization,
which is likely due to an excess of these ions at the expense of the Fegjt species
in the surface region. The magnetically enhanced Fe:?; layer is additionally shifted

about 2.9 4+ 0.4 A farther from the surface than the Fe3T,

Cop layer.
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7. Structural and magnetic investigation of
the interfaces of Fe3;0,/MgO(001) with
and without NiO interlayer

Tobias Pohlmann, Florian Bertram, Jari Rodewald, Jannis Thien, Kevin Ruwisch, Timo
Kuschel, Eugen Weschke, Karsten Kiipper, and Joachim Wollschlager

Abstract

We present an investigation on the structural and magnetic properties of the
Fes04/MgO(001) and the Fe3O4/NiO(001) interfaces by extracting valence- and
lattice-site-selective magnetooptical depth profiles by means of x-ray resonant mag-
netic reflectivity in combination with charge-transfer multiplet simulations of x-ray
magnetic circular dichroism data. For Fe3O04/MgO(001), the magnetooptical depth
profiles at the Fe2! and the Fe2l, resonant energies follow exactly the structural
profile, while the magnetooptical depth profile at the Fefet resonance being offset by
3.2+1.3 A from the interface, consistent with a B-terminated interface of Fe3O4 with
fully intact magnetic order. For Fe3O,/NiO(001), magnetooptical depth profiles
agreeing with the structural depth profile are observed at both the Fegjt resonance
and the Ni L3 resonance. This implies a ferromagnetic order in the NiO film, and
the absence of any magnetic dead layers in the FesOy4 film. However, the interface
positions of the magnetooptical depth profiles at the Feg:; and the Fei’;g are dislo-
cated by 3.34+1.4 A and 2.740.9 A, respectively, not consistent with a magnetically
ordered stoichiometric interface. This may be related to an intermixed (Ni, Fe)O

layer at the interface.

7.1. Introduction

Magnetite (Fe3Oy4) is a half-metallic ferrimagnet in the inverse spinel structure. This structure
consists of a cubic close-packed (fcc) oxygen lattice whose interstitial sites are populated by
three different iron species: 1/2 of the octahedral B-sites are occupied randomly by divalent
FeZ, and trivalent FeX!, cations, and 1/8 of the tetrahedral A-sites are occupied by trivalent
Fell cations. The two octahedrally coordinated species Fe2!, and Fe*!. are ferromagnetically
coupled by double exchange, while the Fegjt and Feg’et cations couple antiferromagnetically
via superexchange. Therefore, the macroscopic moment of Fe3Oy4 of 4.07 ££ originates from

2+ [113]

the ferromagnetic order of the Fe_ [, cations .

Due to this magnetic properties, magnetite is a long-standing candidate to contribute to all-
oxide thin-film spintronic devices, as a source for spin-polarized currents [712] " These kinds
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of devices utilize the fact that many metal oxides with varying electronic and magnetic prop-
erties grow in spinel or rock-salt structures — such as the conducting ferrimagnets FesO4 and
v-FesOg3, the insulating ferrimagnets NiFeoO4 and CoFes Oy, the insulating antiferromagnets
NiO, CoO and FeO, or the non-magnetic insulators MgO and MgAl,O4 —, which all share a
cubic close-packed oxygen lattice with very similar lattice constants [7]. This allows epitaxial
growth of film stacks with a large variety of spinelectronic functionality, but with little strain
and thus supposedly well-matching interfaces.

However, a drawback of this concept is that the structural similarity of these metal oxides
also means that undesired modifications at their interfaces are difficult to detect, such as
interdiffusion of Mg [36], Ni [B4188] o Co [169] into Fe3O4 films, or the transformation of
the different iron oxides into each other 21144l All oxide spintronic devices with FeszOy
electrodes did indeed not prove to be very successful yet; their shortcomings were speculated
to stem from magnetic dead layers at the substrate interface (7] or other interface effects 12

One particular functional interface, which is important, for instance, for magnetic tunnel
junctions, is the interface between ferromagnetic and antiferromagnetic films, e.g. Fe3O0y4
and NiO, respectively, exhibiting exchange bias (23,130-132] " Thig effect causes a shift of the
coercive fields of the ferromagnetic film, and can be used to pin its magnetization state.

In this study, we investigate the structural and magnetic properties of the FesO4/NiO and
Fe304/MgO interfaces. We grow FeszOy single layers and Fe3O4/NiO bilayers on MgO(001)
by reactive molecular beam epitaxy (RMBE), and investigate the distribution and magnetic
order of the three cations Fegjt, Fefe': and Fegi't of FesO4 by x-ray resonant magnetic reflec-
tivity (XRMR), combined with charge-transfer multiplet analysis of x-ray magnetic circular

dichroism (XMCD) spectra.

7.2. Experimental details

The deposition and characterization methods of the samples followed the ones presented in
Refs. [23,34]. We prepared Fe3O04/MgO(001) and Fe3O4/NiO/MgO(001) samples in a mul-
tichamber ultra-high-vacuum system with a base pressure of pg < 1 x 10~®mbar. Before
deposition, the MgO(001) substrates were annealed at 400°C in an oxygen atmosphere of
1 x 10~*mbar for 1 hour. Our films were grown by RMBE. For the NiO, we deposited nickel
in an oxygen pressure of 1 x 1079 mbar, and for the Fe304 we deposited iron in an oxygen
pressure of 5 x 1079 mbar. We limited the substrate temperature to 250°C, in order to avoid
interdiffusion of Mg into the films [36]. After growth, the electronic structure of the samples
were characterized in situ by x-ray photoelectron spectroscopy (XPS), using a Phoibos HSA
150 hemispherical analyzer and an Al Ka anode, and their surface structure by low-energy
electron diffraction (LEED). The Fe 2p XPS spectra show the Fe?" and the Fe3t features
typical for Fe3OQy, and the LEED patterns confirm the characteristic (v/2 x v/2)R45° sur-
face structure 110:189] (hoth not shown here). FesO4/MgO(001) and FesO,4/NiO/MgO(001)
samples were transported under ambient conditions to BESSY II for x-ray absorption spec-
troscopy (XAS), XMCD, x-ray reflectivity (XRR) and XRMR on the XUV diffractometer at
beamline UE46_PGM-1 [173]. The samples were placed between two permanent magnets in
a magnetic field of 200mT at room temperature. The x-rays had a degree of 90% circular
polarization. Additionally, we measured XAS and XMCD in total fluorescence yield mode
(TFY) and reflection mode at Diamond Light Source (DLS), on the RASOR diffractometer of
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BESSY II UE46_PGM-1 DLS 110

Fe304/MgO  Fe304/NiO/MgO | Fe304/NiO/MgO
dFe;0, (NM) 25.240.3 9.3+0.1 17.6 £0.1
dyio(nm) = 4.3+0.1 27.340.2
Osurface (A) 3.3+0.5 32405 2.0£0.6
OFes0a/Ni0 (A) - 3.04+0.2 4240.8
Osubstrate (A) 3.540.5 2.7+0.5 2.5+0.3

Tab. 7.1: Film thicknesses d; and rms roughnesses o; of the investigated samples, obtained
from off-resonant XRR measurements recorded at 1000eV. Corresponding data and fits for
the UE46_PGM-1 samples are shown in Fig. 7.2.

beamline I10. The samples were placed in a similar magnet setup under the same conditions.
Here, the x-rays had a degree of circular polarization of 99%. All XAS and XMCD spectra
were recorded in total electron yield (TEY) mode with an incidence glancing angle of 30°.
XRR and XRMR curves were obtained by 6-20 scans in the range 20 = 0° — 140° at selected
resonant photon energies with both right and left circularly polarized x-rays. The structural
properties of the samples (thickness d, roughness o) obtained by XRR at an off-resonant
energy (1000eV, cf. Fig. 7.2) are summarized in Tab. 7.1.

7.3. Data analysis

7.3.1. XMCD

To obtain cation- and lattice-site-selective magnetooptical depth profiles, first the XMCD
spectra have to be analyzed. Figures 7.1(a) and (b) show XAS and XMCD spectra, re-
spectively, of the Fe L3 edge of the Fe304/NiO/MgO sample. Charge-transfer multiplet
calculations of the three Fe cations of Fe3O,4 using the Thole code [177] with assistance
of CTMAXAS [28,178] provide the three individual XAS and XMCD spectra shown below
the data. For these calculations, we assumed the three-cation model, with crystal field
energies of 10Dq°®* = 1.0eV in octahedral and 10Dq"* = —0.6eV in tetrahedral coordina-
tion. The splittings between the initial and final charge-transfer states were A = 6eV
and Agpa = 5eV 23], We used an exchange splitting ¢g-up of 12 &+ 1meV. The multiplet
states resulting from these calculations were compared to the experimental data by assum-
ing a Gaussian instrumental broadening of 0.25eV, and a Lorentzian lifetime broadening of
0.3eV at Ls and 0.6eV at Lo. Adding the three individual cation spectra with a 1:1:1 ra-
tio valid for FezOy4 results in total spectra (orange lines), which fits both the XAS and the
XMCD data well. The multiplet analysis reveals that at those energies where the XMCD
spectrum has its extrema (708.4eV, 709.5eV, 710.2eV), most of the XMCD signal originates
from one dominant cation(cf. Chap. 6. The individual XMCD contributions of each cation
species to the spectrum at these three energies can be found in Tab. 7.2. Therefore, XRMR
measurements on those energies are mostly sensitive to one specific cation species, allowing
conclusions about distinct features of the individual cations.
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Fig. 7.1: (a) XAS and
Feby -~ Fely o Fels (b)) XMCD spectrum at
© 5 the Fe Lp3 edge for the
Fe304/NiO/MgO  sample,
taken at 200mT external
magnetic field, at room
temperature and in TEY
mode. A step function was
subtracted from the XAS
spectrum. Black circles are
data points; green, red and
blue spectra are multiplet
calculations for the three
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Since the TEY mode has a probing depth of about 3nm in FesOy4 [71], the TEY signal
from the buried NiO film was strongly attenuated at the Ni Lo 3 edge. For a clearer signal,
we brought a 18 nm Fe304/27 nm NiO/MgO sample to beamline 110 of DLS, and measured
XAS and XMCD in TFY mode, whose probing depth is only limited by the x-ray attenuation
length in FesO4 of about 80nm 48] at a fixed incident angle of 30° (cf. Figs. 7.3(a),(b)).
Simultaneously, we measured the reflected intensity, in order to obtain an estimate of the
dichroism in reflection (cf. Figs. 7.3(c),(d)).

7.3.2. XRMR

The XRMR data were recorded by measuring XRR curves at resonant photon energies E;
with extrema in the XMCD signal (maximum at 708.4 eV, minimum at 709.5 eV, maximum
at 710.2eV, see Fig. 7.1(b)) with both left and right circularly polarized x-rays. Resonant
'non-dichroic’ XRR curves were obtained by averaging the signals from both helicities

I = (Iright + Ileft)/2 (71)
Energy Fegj;t Fef’;g Feg:;
Tab. 7.2: Contributions of the three cation
7084V T845% 8£3% 19+5% species to the extrema in the XMCD spec-
709.5eV 18 +3% 64+3% 18+3% trum in Fig. 7.1(b), as obtained by the mul-

710.2eV  44+3% 16+8% 80+ 10% tiplet analysis.
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and the XRMR asymmetry ratios by subtracting and normalizing them:

Iri ght Ileft

Al= Jright { Jleft " (7.2)

These curves were then fitted with the Zak matrix formalism using the software ReMagX [30]
to determine the depth profiles of the complex refractive index n(z)

n(z) =1-146(z) +if(2) (7.3)

along the film height z. The optical dispersion § and the optical absorption S can be split
into non-magnetic parts dp, 5o and magnetooptical parts Ad, AS. In the case of an in-plane

magnetic field longitudinal to the x-ray beam, they can be written as [30]
0(z) = dp(z) — Ad(z) - cos(0) (7.4)
B(2) = Po(z) + AB(z) - cos(0) (7.5)

where the magnetooptical contributions depend on the x-ray incidence glancing angle 8. The
optical absorption [y is proportional to the XAS signal, while the magnetooptical absorption
Ap is proportional to the XMCD signal. Thus, AS(z) is a measure of the magnetization
along the film depth. A detailed review of the XRMR method and the software is given in
Ref. [30], and a conclusive recipe for fitting XRMR data can be found in Refs. [90,190].

7.4. Results

Figure 7.3(a) shows the XAS spectra of the 18 nm FezO,4/27 nm NiO/MgO sample recorded
with left and right circularly polarized x-rays in TFY mode, and Fig. 7.3(b) shows their
difference. The XMCD signal is about 3% of the XAS maximum. In reflection, the dichroism
becomes even more apparent. Note that the data are recorded at fixed incidence angle,
therefore the scattering vector ¢, changes along with the energy. At the Ni Ls resonant
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—— N — — —— Fig. 7.3: a) XAS and
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energy of 853.6 eV, the dichroism in reflection ranges up to about 8%, demonstrating a strong
magnetic signal from NiO. This energy was chosen for the XRMR measurements at the Ni
L3 resonance, and is indicated by the green circles in Fig. 7.3.

The data and fits of the resonant XRR measurements can be found in Fig. 7.2, alongside
with the off-resonant XRR curves. Figures 7.4(a) and (b) show the XRMR data for the
Fe304/MgO and the FesO4/NiO/MgO samples at the three Fe resonant energies 708.4 eV,
709.5eV and 710.2eV, and the Ni L3 resonant energy 853.6 eV, together with their respective
fits, which describe the data very well. The fits in Fig. 7.4(b) were obtained from the magne-
tooptical depth profile models which are displayed in Fig. 7.5(a) for all four energies of the
Fe304/NiO/MgO sample. The grey line represents the optical absorption Sof.res Obtained
from the off-resonant XRR measurement, and represents the structural depth profiles of the
sample. It has three plateaus, corresponding to the MgO substrate, the NiO film and finally
the Fe3Oy4 film, as illustrated by the sketch on top of the panel. The filled areas are the
magnetooptical depth profiles A3(z) at the resonant energies of the three iron cation species
and the Ni L3 energy, obtained from the XRMR asymmetry ratios.

One notable feature of these magnetooptical depth profiles is found at the surface of the
Fe3O, films. Here, a thin layer of enhanced magnetooptical absorption is observed at both
709.5eV and 710.2eV. This effect is discussed in detail in Chap. 6 for Fe3O4/MgO(001), but
is not the subject of this study, which focuses on the interfaces.

Figure 7.5(b) shows the interface region of the magnetooptical depth profiles of the Fe304/MgO
sample, according to the fits in Fig. 7.4(a). Both the interfaces of the magnetooptical depth
profile at 708.4eV (green) and of the one at 710.2eV (blue) are collocated with the structural
interface (grey line) at z = 0 A. However, the interface of the magnetooptical depth profile
at 709.5€V is shifted by a distance Azrggsev = 3.2 + 1.3 A away from the interface into
the Fe3Oy film. The roughnesses of magnetooptical depth profiles at both Fe3 resonances
follow the structural depth profile. In contrast, the roughness of the magnetooptical depth
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profile recorded at the FeZdenergy, o7og.4cv = 4.4+0.2 A s slightly larger than the structural
roughness ogypstrate = 3.5 £ 0.5 A.

For the FesO4/NiO/MgO film, the results are slightly different. Figure 7.5(c) shows the
Fe30,4/NiO interface region of the FesO4/NiO/MgO sample. The XRMR data at the Ni Ls
edge can be well fitted with a homogeneous magnetization profile throughout the NiO film.
The interfaces of the magnetooptical depth profiles at the Ni L3 edge and at the Fegjt—related
resonance at 708.4eV are collocated with the structural interface, indicating intact structural
and magnetic order for both species. Notably, both their roughnesses are slightly higher,

0708.4eV = 6A, 0853.6ev = 4.6 A, compared to the structural roughness OFe;04/NiO = 3 A.

In contrast to the magnetooptical depth profile at 708.4 eV, which directly follows the struc-
tural profile, the profiles at 709.5¢V and 710.2¢V are rising with shifts of Azt = 2.64+0.9 A
and Azoet = 3.3 + 1.4 A, respectively, apart from the interface, pointing to a lack of magne-

tooptical absorption of both Fegért and Fef; at the interface.

7.5. Discussion

For the Fe304/MgO sample, it is shown in Fig. 7.5(b) that the magnetooptical depth profile
recorded at a photon energy of 709.5eV is displaced from the interface into the FesO4 film
by a shift Az7g95ev. From the quality of the fits, we can determine this shift to the range
Azr0956v = 3.2+ 1.3A. Since this resonance is governed by the tetrahedrally coordinated Fe
ions, this result is consistent with a B-terminated interface, having octahedrally coordinated
cations in the FesOy interface layer: Figure 7.6(a) shows the ideal stacking order at a B-
terminated Fe3O4/MgO(001) interface. The oxygen lattice of the substrate continues as
the oxygen lattice of the film. In [001] direction, FesO4 can be described as a stack of
subsequent B layers, consisting of a row of O>~ anions as well as Fe2!, and Fe2, cations, and
A layers, containing Fefjt cations, with a distance of 1.05 A between them. These layers are
depicted as blue and red shaded areas in Fig. 7.6(a), with the interface layer being a B layer
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(B-termination). Simulated cation depth profiles following this model, using an interface
roughness of o = 3.5A, corresponding to the experimentally determined roughness of the
Fe304/MgO interface, are shown in Fig. 7.6(b). The rlslng edge of the Fetet depth profile is
shifted by Az, = 1.05 A from the interfaces of the Fe2d, and FeX! profiles into the FezOy
film. Because of the overlap of the individual cation spectra (cf. Fig. 7.1(b)), the expected
magnetooptical depth profiles do not follow this behavior exactly. By taking into account
the magnetooptical contributions as derived from the multiplet calculations of each cation
at each of the three energies, the expected magnetooptical depth profiles of a B-terminated
Fe304/MgO(001) interface can be calculated. They are shown in Fig. 7.6(c). The expected
shift of the magnetooptical depth profile at 709.5eV is Az7gg5ev = 2.5 A, consistent with the
experimental result of Az7og50v = 3.2 & 1.3 A. Therefore, the magnetooptical depth profiles
indicate a B-terminated Fe3O4/MgO(001) interface with no interlayer, and evidently, also no
magnetic dead layer. The magnetic order of all three sublattices have bulk properties down to
the interface. The simulations of the B-terminated interface also predict that the roughness
o708.4ev Of the magnetooptical depth profiles at 708.4eV appears to be about 0.5 A larger
than the structural profile ogupstrate- This offers an explanation for the slight mismatch of
these two rougnesses observed in the experiment.

Both the Fe3sO4/MgO and the Fe304/NiO interfaces have been studied by various methods.
Spintronic devices require interfaces that are structurally, but especially also magnetically
sharp. Therefore, focus has been laid on the possible presence of interlayers and intermixing
at the interfaces. In the case of Fe304/MgO, the formation of FeO interlayers have been
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reported on both metal and oxide substrates [159:160.162] byt also on MgO(001) for films
deposited at room temperature 2], In the growth study presented in Chap. 5, it has been
observed that a thin Fe; 5O layer of about 2—-3 unit cells forms at the beginning of the growth.
However, tr-HAXPES data suggested that this interlayer might not be retained after the
growth is concluded. The possibility of a single atomic Fe;_sO interlayer is discussed in the
following. The corresponding magnetooptical depth profiles are simulated in Figs. 7.7(a)-
(f) for two scenarios. Fe;_sO is paramagnetic at room temperature. Therefore, the first
reasonable scenario is that it forms a magnetic dead layer at the interface, presented in
Figs. 7.7(a)-(c). Figure 7.7(a) shows an illustration of the stacking order, Fig. 7.7(b) the
cation depth profiles simulated with a roughness of o = 3.5 A, and Fig. 7.7(c) the resulting
magnetooptical depth profiles. Due to the magnetically dead Fe;_5O layer, the rising edges
of the magnetooptical depth profiles at both 708.4 eV and 710.2€V are shifted about 2 A into
the Fe3Oy4 film compared to the structural interface (cf. dashed black and solid green line in
Fig. 7.7(c)), not consistent with the observed profiles in Fig. 7.5(b).

The second scenario assumes that the magnetic order of the Fe2d; sublattice is extended
into the FeO layer. The resulting magnetooptical depth profiles differ even more from the
observed ones (cf. Figs. 7.7(d)-(f)). Our data therefore do not indicate any magnetically
dead layers, which had been considered to be the cause of the magnetization reduction in
Fe304 ultrathin films [71’80’191’192], or interlayers of FeO. Since it has already been shown
that the magnetooptical depth profiles can be explained without an interlayer, it is unlikely
that a FeO interlayer of more than a single atomic layer is present. This implies that the

112



7.5. Discussion

MgO FeO Fego4

(a) 81\(3[;_“ o0 @ 5 (d) ) & ) ) &

O (88(2 %8 extra OO
oct 3+
o Fefe*; OOO OO Fegct OO

® ;. 0000 ol] SO PO o0
(0) LI Fets 7 Fel i Feii o

cations / layer

O P N W s

\

- ]708.4 ev e S | S

[ 77,7095 eV ¥ I :
71026V _ i

density + AN -

-10 -5 0 5 10. N -10 N .-5. N .0 5 10 -16 N .-5. N 0 5 10
film height z (3 film height z (3) film height z (3

mag. absorp. Ap x107*
B &

KN
(o]

Fig. 7.7: Simulated magnetooptical depth profiles for three models of the Fe304/MgO
interface. (a),(d),(g) lllustrations of the stacking orders of Fe304/MgO interfaces (a) with
a single non-magnetic Fe; 5O interlayer, (d) with a single magnetic Fe; 5O interlayer, (g)
with an additional Fe3d; cation in the interface layer, following the model of Chang et al [80].
(b),(e),(h) Cation depth profiles corresponding to the illustrations in (a),(d),(g), respectively.
(c),(f),(i) Magnetooptical profiles resulting from the cation profiles in (b),(e),(h), respectively.

Fe;_s0 layers forming at the beginning in the early growth process, as reported in Chap. 5,
do not persist in the film after deposition, consistent with the tr-HAXPES data.

Another interesting model, which was proposed by Chang et al. for the growth dynamics
of FesOy [80], shall also briefly be mentioned here. This model suggests the first interface
layer to contain an additional FeX}, cation per unit formula [(FeZl )s(Fel! )30g instead of
(Fe2)2(Fed’)205]. An illustration can be seen in Fig. 7.7(g). Both the cation depth profiles
and the simulated magnetooptical depth profiles resulting from this model, presented in Figs.
7.7(h),(i), hardly differ from the B-terminated interface shown in Figs. 7.6(b),(c). Although
XRMR would in principle be an ideal method to test this model, the lacking spatial resolution
in our experiments can neither confirm nor reject a faint phenomenon like an additional Fe2%,
cation in the interface layer.

For the Fe304/NiO/MgO(001) sample, a noteworthy finding is the dichroic signal of the NiO
film. Bulk NiO is an antiferromagnet at room temperature and should not show any circular
dichroism. However, as demonstrated in Fig. 7.3, we do observe a dichroism in both TFY
mode and in reflection at the Ni L3 edge. Interestingly, we can exclude the XMCD signal
to stem from uncompensated surface spins, since the magnetooptical depth profiles clearly
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show a homogeneous magnetization of the entire film. Size-effects of the magnetic proper-
ties of NiO, including ferromagnetic behaviour at room temperature, have been frequently
reported before, mostly for NiO nanoparticles [134-138]  For Fes0y4 /NiO ultrathin films, a
spin-flop coupling of NiO to the FezO4(001) interface has been reported [132]  In that case,
the antiferromagnetic order of NiO aligns perpendicular to the magnetization of FesOy4, but
with a canting of the Ni?T moments, resulting in a magnetization component parallel to the
ferrimagnet. This reaction of NiO to outer magnetic fields has also been confirmed by spin-
hall magnetoresistance measurements [128, 139], and can explain the presence of the observed
XMCD signal.

The interface of FesO4/NiO has mostly been discussed regarding the presence of a NiFesOy
interlayer. In reports by Gatel et al. [131] and Pilard et al. [133], high-resolution transmis-
sion electron microscopy (HRTEM) images show generally sharp interfaces between the rock
salt structure of NiO and the spinel structure of Fe3O4. However, this only partly solves
the question, because the lack of chemical and magnetic contrast cannot exclude, for in-
stance, the formation of a rock salt (Fe,Ni)O phase or a spinel NiFesO4 phase. Gatel et
al. adressed this issue by performing both HRTEM and electron energy loss spectroscopy
(EELS) 131 For a NiO/Fes0,/MgO(001) sample, for which the NiO film was deposited
at a substrate temperature of 700°C, indeed an intermediate NiFesO4 phase was observed.
For a Fe304/NiO/MgO(001) stack, which had the Fe3O4 film deposited at 400°C, the inter-
face appeared to be chemically sharp, with at most minor interdiffusion (131 The NiFeyOy4
phase they observe in the NiO/Fe304/MgO(001) stack is likely caused by thermal interdif-
fusion due to the high deposition temperature 34 A formation of a well-ordered NiFe5Oy
interlayer does not match our observations. NiFeoOy crystallizes in the same inverse spinel
structure as Fe3Qy4, but with Ni2t cations instead of Fe?T sharing the B-sites with Felg.

oct oct
Analogous to Fe3Oy, the magnetic moments of the Nigjt and Fe3d cations on the B-sites
align antiferromagnetically to the magnetic moments of the Fed} cations on the A-sites. For
the magnetooptical depth profiles, this would imply a decrease of Fegjt cations and thus of
the magnetooptical absorption at 708.4eV, while the magnetooptical absorption depth pro-
files for 709.5eV and 710.2eV should stay constant in a NiFesO4 layer. Instead, we observe
a reduction of the magnetooptical absorption at 709.5eV and 710.2eV as compared to the
case of the Fe3O4/MgO interface. This behavior, together with the increased roughnesses of
the magnetooptical depth profiles at the Fegjt and the Ni?* energies, might indicate a slight
interdiffusion of Fe?)?t into the rock salt structure of NiO. However, this effect may not extend
farther than a single atomic layer. Notably, the ferromagnetic order of the Fe2d; cations is

retained down to the interface regardless of the intermixing.

7.6. Conclusion

We have prepared ultrathin Fe3O4/MgO(001) and Fe304/NiO/MgO(001) films by RMBE
and performed XMCD and XRMR measurements to extract magnetooptical depth profiles
for Fe3O4’s individual cation species Fegjt, Fe?et and Feg;rt as well as for Ni?*. These magne-
tooptical depth profiles show that for Fe3O4/MgO(001), the magnetic order of all three cation
species is stable for the entire film with no interlayer or magnetic dead layer at the interface.
For Fe304/NiO films, we observe a magnetooptical absorption at the Ni L3 in the NiO film
corresponding to a ferromagnetic order throughout the entire NiO film. The magnetooptical

profiles of the iron cations reveal an intact magnetic order for the Fe2d; cation species down to
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the interface, while the magnetooptical depth profiles at the Fe2; and the FeX resonances are

shifted about 3 A into the Fe3Oy film, possibly indicating a single intermixed layer containing
both Fe? and Ni%* cations.
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8. Summary and outlook

This work investigated the growth dynamic of the reactive beam epitaxy of FezOy, films, and
its impact on the cation distribution, as well as on the magnetic and structural properties at
the surface and the interfaces.

In order to study the structure and composition of FegO4 films during growth, time-resolved
HEXRD and time-resolved HAXPES measurements were used to monitor the deposition
process of Fe3Oy ultrathin films on SrTiO3(001), MgO(001) and NiO/MgO(001). It is found
that the initial growth stage of Fe3O4/SrTiO3(001) can be divided into 3 steps: First, the
film grows in disordered islands of unknown structure. Second, at a coverage of about 1.5 nm,
they display the rock salt structure and show an excess of Fe?*, likely being a Fe;_;O phase.
Beyond thicknesses of 2.8 nm, the film grows in an inverse spinel structure in [001] direction,
and develops (111) nanofacets on the surface. The films on MgO(001) and NiO/MgO(001)
show a similar result, with the exception that the films are not disordered in the early growth
stage. They grow initially in an island mode as well, and form a closed layer after the
deposition of about 2 — 3nm. However, in contrast to FezO4/SrTiO3(001), these islands
immediately exhibit a crystalline Fe;_sO phase up to a thickness of 1 nm. After that, the
films grown in the inverse spinel structure of Fe3O4 on both MgO(001) and NiO/MgO(001).
Additionally, the tr-HAXPES measurements of Fe304/SrTiO3(001) demonstrate that the
Fe1_sO phase is only stable during the deposition process, but turns into a Fe3O4 phase
when the deposition is interrupted. This suggests that this Fe;_sO layer is a strictly dynamic
property of the growth process, and might not be retained in the as-grown films.

In order to characterize the as-grown films, a technique was introduced to extract the cation
depth distribution of Fe3O,4 films from magnetooptical depth profiles obtained by fitting
XRMR curves. To this end, XAS/XMCD spectra were recorded as well as XRMR curves
to obtain magnetooptical depth profiles. To attribute these magnetooptical depth profiles to
the depth distribution of the cations, multiplet calculations were fitted to the XMCD data.
From these calculations, the cation contributions at the three resonant energies of the XMCD
spectrum can be evaluated. Recording XRMR curves at those energies allows to resolve the
magnetooptical depth profiles of the three iron cation species in FezOy.

This technique was used to resolve the the cation stoichiometry at the surface of
Fe304/MgO(001) films (cf. Chap. 6). It is found that both Fe3* species show an enhanced
signal in the surface-near region in a ~ 3.9 & 1.0 A thick layer, with the Fel layer located
about 2.9 + 0.4 A underneath the Fegjt layer. This is attributed to the first unit cell from
the surface containing an excess of Fe3t cations, likely related to the SCV reconstruction of
the Fe304(001) surface. The magnetic order of the Fe3% and Fedd; species appears to be not
disturbed in this reconstructed layer. The excess of Fe?*t cations at the surface can skew the
results of data obtained from surface-sensitive spectroscopic techniques, and has to be taken

into account during the analysis.

In Chap. 7, the same XRMR method was employed to study the interface region of Fe304/MgO(001)
and Fe304/NiO/MgO(001) films. XMCD and XRMR measurements were performed to ex-
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Fig. 8.1: (a) XRMR data recorded on the Ni L3 edge with fits for a 4nm NiO/MgO(001),
a 9nm Fe304/4nm NiO/MgO(001) and a 10nm Fe304/30nm NiO/MgO(001) sample,
recorded in an outer magnetic field of 200mT. (b) Magnetooptical depth profiles AS(z)
corresponding to the fits in (a). Preliminary results.

tract magnetooptical depth profiles for the Fegjt, Fei’; and Fegjt cation species as well as for
Ni?*. Tt is found that for Fe304/MgO(001), the magnetic order of all three cation species is
stable for the entire film with no interlayer or magnetic dead layer at the interface, demon-
strating that in fact the Fe;_sO layer vanishes during the growth process. For FezO4/NiO
films, we observe a magnetooptical absorption at the Ni Lz in the NiO film corresponding
to a ferromagnetic order throughout the entire NiO film. This unexpected behavior for NiO,
which is antiferromagnetic in the bulk, might be related to a spin-flop coupling of the NiO
film to the FesO4 film. The magnetooptical profiles of the iron cations reveal an intact
magnetic order for the FeZd; cation species down to the interface, while the magnetooptical
depth profiles at the Fegjt and the Fefgg resonances are shifted about 3 A into the FesOy4 film,
possibly indicating a single intermixed layer containing both Fe?* and Ni**t cations.

For this work, two techniques were demonstrated that grant access to the structural, chemi-
cal and magnetic properties of ultrathin films, but they were so far only used for Fe3Oy4. In
Chap. 7, it has been shown that a homogeneous magnetization is observed across the NiO film
in a 9nm FezO04/4nm NiO/MgO(001) film. Figure 8.1 repeats the results from that sample
together ~ with  preliminary  results from a  4nm NiO/MgO(001) and a
10nm Fe304/30 nm NiO/MgO(001) sample, obtained by XRMR measurements on the Ni
L3 edge. All three samples are displaying the same behavior, with the magnetization of
the NiO film strongly increasing with addition of a neighboring Fe3Oy4 film, and with sam-
ple thickness. The origin and the exact behavior of this effect is not yet quite clear. For
the immediate future, another XRMR experiment is planned to study more carefully this
unexpected ferromagnetic signal in NiO films.

It would also be very interesting to use the CTM-assisted XRMR, technique for other com-
plex oxide materials, such as NiFeoO4 or CoFesQy, in order to observe the distribution and
magnetic properties of not only iron, but also Ni and Co through the film. Preliminary data
for NiFe2O4/MgO(001) suggest a more complex cation distribution, requiring new modeling
strategies.
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A particularly interesting question is posed by the transient Fe;_5O layer observed during
the early growth stage of Fe3O,4. For Fe3O4/MgO(001) grown at room temperature, it has
been reported that the wiistite interlayer remains present (1] As has been discussed in the
introduction, interface effects have been speculated to be the cause for the poor performance
of FesO4-based tunnel junctions [12,18,19] " Thig suspicion is fueled by the finding that Fe3O4
seems to have a tendency to form an interface layer. If the exact circumstances of the for-
mation of this interlayer and its magnetic properties could be understood, magnetoresistance
measurements on a series of well-characterized FesO4/MgO /FezO4 junctions, prepared with
and without interlayer, might shed light on the low tunneling spin-polarization of the half-
metal magnetite.
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A. Origin of XMCD
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Fig. A.1: (a) Transition scheme from the |J=1/2,m;=1/2) 2p state (red) into a 3d band
without spin-orbit coupling (ms= 1/2 states in green, ms= —1/2 in blue). Cyan and orange
arrows indicate transitions with o™ and o~ x-rays, respectively. Numbers on arrows denote
the respective transition probabilities. (b) Sketch of the excitation from a spin-orbit split 2p
state into a spin-polarized 3d band without spin-orbit coupling.

In order to understand the origin of the XMCD effect, on top of the additional selection rules
the matrix elements of the transitions have to be taken into account. An instructive example
is offered in Fig. A.1(a), which shows the transition from a 2p;/, state into a 3d band.
For the simplicity of the argument, all multiplet effects are neglected for now (no Coulomb
interaction between the electrons). The 2p spin-orbit interaction couples the orbital angular
momentum L = 1 and the spin S =1/2 to J = 1/2 and J = 3/2, represented by states of the
form |J,m ). Since in transition metals, the 3d spin-orbit coupling is typically weak (cf. Tab.
2.3), it is a qualitatively reasonable approximation to neglect the 3d spin-orbit coupling. The
3d states experience no spin-orbit coupling and remain in the LS basis. Such a 3d state is
written short as |[L = 1,5 = 1/2,m, mg) = |mp, mg) in green for mg = 1/2 =1 and in blue
for mg = —1/2 =] in Fig. A.1(a). In order to enable transitions between these states, the J
basis of the 2p states needs to be rewritten in the LS basis, as is done in the bottom of Fig.
A.1(a) 193] In the LS basis, the selection rules require Amg = 0 and Amy, = +1 for o x-ray
photons and Amy, = +1 for ot x-ray photons. Cyan and orange arrows indicate transitions
using o and o~ helicities, respectively. Each initial state in 2p; /2 has one allowed final state
in the 3d band for both helicities, however, the transition probabilities are different!. This is
visualized by the thicknesses of the arrows, and leads to an asymmetric excitation efficiency
into the spin-up and spin-down band for the two helicities. Thus, a spin-polarization can be
probed by comparing the two helicity channels.

!The matrix elements | (L, mz|p|L, mz)|* have been calculated to be [193]
)|

|<272|ﬁa+|171> |2:|<27_2|ﬁa_|17_1 2:6/15
(2,17 [1,0) [* = | (2, —1[p""[1,0) > = 3/15
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Fig. A.2: (a),(b) Multiplet calculations of the (a) XAS and (b) XMCD spectrum with only
2p spin-orbit coupling for an Fe?* cation. (c),(d) Full CTM calculations of the (c) XAS and
(d) XMCD spectra of a Fe2d; cation. XA spectra are displayed for both o and o~ helicities,
normalized to the maximum of the unpolarized XA spectrum (cf. Eq. (2.41)). Dark red and
light red shaded areas are the integreal below the L3 and L, XMCD spectra, respectively.

The situation explained above applies for any atom, even non-magnetic ones. However, a
non-magnetic sample will not yield an XMCD signal, because the orientation of the spins of
the atoms will be random, and the probed electrons do not distinguish between the x-ray
helicities. A finite XMCD signal is only found if the 3d states are spin-polarized in regards to
the quantization axis. This is illustrated in Fig. A.1(b). The 3d band is spin-polarized and
has more free spin-up (mg =7) than spin-down (mg =) states at the Fermi energy. Electrons
are excited by both helicities into both 3d bands, but with different efficiencies, so that a
substraction of It — I~ yields a finite signal. In the case of a Fe?* cation with exclusively
2p spin-orbit coupling, which was discussed in Fig. A.1(a), the resulting XAS and XMCD
spectra are shown in Figs. A.2(a),(b). Interestingly, the XAS ratio between L3 and Ly shows
the typical 2 : 1 ratio, but the XMCD ratio is Ay, : A, = —1: 1 (dark and light red areas
underneath the XMCD spectrum). To directly see this, it is necessary to work through all
matrix elements for the transitions from all 6 states of 2p;/, and 2p3/,, as exemplarily done
for the [1/2,1/2) state in Fig. A.1(a). However, an intuitive understanding is offered by the
fact that 2p3/; gathers the states with J = L 4.5 and 2p; 5 the states with J = L — .5, and
the — sign in front of the spin S is exactly reflected in the XMCD spectrum. This —1 : 1
ratio remains true as long as the XMCD signal stems exclusively from the spin moment, but
is lifted as soon as 3d spin-orbit coupling enters and a non-zero orbital moment emerges.
Figures A.2(c),(d) show full CTM calculations of a Fe2d cation. The overall features remain
the same, but the Ay, : Ay, ratio changes and more spectral features occur.
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