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Introduction

The fast progress in the field of advanced electronics, like data storage devices,
is based on the intensive research on materials with special electronic and magnetic
properties. Furthermore, the increasing storage density of magnetic storage devices
reaches the superparamagnetic limit, where a too small cluster cannot maintain its
magnetization. It is necessary to investigate new materials with better or novel prop-
erties, to describe the origins of such properties and to characterize the latter so that
for for each specific application the most suitable material will be found. With this
knowledge new materials can be designed which have special desired properties.

In this work several materials are investigated showing different important ef-
fects. The Giant Magnetoresistance effect (GMR) was applied at the end of the last
decade in read heads for hard drives, resulting in a huge increase of the storage density
because of the possibility to build very small read heads. The even bigger Colossal
Magnetoresistance (CMR) effect was found in manganese oxides like La;_,Sr,MnO3.
Therefore the superparamagnetic limit (today ~ 200 Gbit/in?) will become the limit-
ing factor for further increase of storage density. New materials and structures, such
as nanodots of La;_,Sr,MnOQOgs, are supposed to push the superparamagnetic limit
further to higher densities.

The continuous growing of storage density of random access memory (RAM)
devices is due to miniaturization of transistors which nowadays reaches its limit for the
traditional gate dielectric SiO,. With new high-k materials, like rare earth scandates
(REScO3), the leakage current through the transistors can be minimized and the
miniaturization limit of silicates is lifted. Another application of these materials is
the usage as substrates to induce strains in thin films resulting for example in higher
transition temperatures of ferroelectric materials like BaTiOs5.

Materials which are at the same time ferroelectric and ferromagnetic are called
multiferroics. In this materials an electromagnetic coupling can be used to realize the
next generation of storage devices by multiferroic data storage. Voltages can be used
to store data instead of currents. This might solve cooling problems of miniaturized
devices. A promising candidate for such applications is LuFe;Oy.

In the present work the electronic structure and the magnetic properties of
La;_,Sr,MnO3, REScO3 and LuFe;O4 are investigated by means of x-ray spectro-
scopies. This work is structured as follows:

e In Chapter 1, the state of the art in the fields of CMR, high-k£, strain tailoring
and multiferroic materials is given with special attention to the investigated
materials.

e In Chapter 2, Basics of X-ray Spectroscopy, the theoretical and experimental



methods of different x-ray spectroscopic techniques are described. Some impor-
tant effects and interactions are explained additionally.

In the following part, Chapter 3, the experimental results for the CMR material
La;_,Sr,MnQO3 are presented. The total magnetic moment is compared with
partial magnetic moments at the manganese site which is separated in magnetic
spin and orbital moment.

Chapter 4 comprises a complete investigation of the electronic structure of oc-
cupied and unoccupied states of REScO3 (RE = Sm, Gd, Dy). The resulting
band gaps for this compounds and additionally for NdScOs; and TbhScOj3 are
compared with structural properties.

In Chapter 5, the electronic structure of the occupied and unoccupied states
of LuFe,O, is presented. Additionally the magnetic spin and orbital moments
are compared with the spin arrangement of iron ions and the total magnetic
moment.

The last part, Summary and Outlook, comprises the results of the present work
and gives a short outlook to further investigations.



Chapter 1
State of the Art

In this chapter the state of the art in the field of magneto resistance compounds,
high—k materials, strain tailoring and multiferroics is given. (Rare earth) transition
metal oxides gained an enormous interest in these fields. The transition metal 3d
states play a key role for these different physical effects.

Ferroelectricity

Ferromagnetism
M

Figure 1.1: Scheme of the interplay of ferroelectricity, ferromagnetism and ferroelasticity.

The competition between magnetic, electric and structural properties can lead
to enormous changes of the physical properties. These changes often take place close
to the phase transition temperatures. A schematic plot of the interplay between the
physical properties is shown in figure 1.1. Physical pressure can induce strain to a
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structure, which can influence also magnetic or electric properties. An example for
this mechanism is the Piezo effect, where electric voltage is induced to a crystal by
physical pressure. This effect works also in the opposite direction, when an applied
voltage changes the structure (length) of a crystal. This is an example where an
electric field polarizes a sample with influence on the structure (electrostriction).
Structural changes can also lead to magnetic ordering. Magnetic phase transitions are
usually accompanied by structural phase transitions. In electromagnetic multiferroics
the magnetization can be influenced by the electric polarization and vice versa. These
all are just some examples for the coupling of structural, electronic and magnetic
properties.

Now we want to turn to the effects appearing in advanced materials which are
examined in the present work. The colossal magnetoresistance appearing in man-
ganites, like La;_,Sr,MnOQOs;, is associated with half metallic ferromagnetism, where
one spin channel is metallic and the other spin channel is insulating (Pickett and
Moodera, 2001; Park et al., 1998). This magnetic behaviour is strongly correlated to
the structure of this compounds. One of the most famous ferroelectric materials is
BaTiO3 where the ferroelectric transition temperature is below 200 K for single crys-
tals. In thin films of BaTiO3 prepared on substrates like rare earth scandates, strains
are induced due to a mismatch of the lattice parameters. These strains can lead to
an enhancement of the ferroelectric transition temperature of more than 600 K (Choi
et al., 2004). A similar effect was found for SrTiOj thin films (Haeni et al., 2004).
The rare earth scandates are also promising candidates for the next generation semi-
conductor components to replace the SiO4 gate dielectric due to their high dielectric
constant and thin film properties in contact with silicon (Kim et al., 2006). In mag-
netoelectric multiferroics like LuFe,Oy4, the interplay between magnetic and electric
properties is very interesting for future applications in microelectronics. This mate-
rial exhibits giant room temperature magnetodielectric response (Subramanian et al.,
2006). Nowadays the magnetic storage devices are switched by electric currents which
can be accompanied by a critical heating of the device. In multiferroic materials one
might switch the magnetic state by an applied electric field which would result in a
reduction of the heat production.

In the following sections the state of the art for colossal magneto resistance com-
pounds (La;_,Sr,MnO3), high-%k and strain tailoring materials (REScO3) and multi-
ferroics (LuFe,Oy) is sketched.

1.1 Colossal Magneto Resistance Compounds

Colossal Magneto Resistance (CMR) at room temperature was firstly investigated
by von Helmolt et al. (1993) in perovskite-like Lay/sBa;/3sMnO, ferromagnetic films.
A huge negative change in the electrical resistance was induced by an applied mag-
netic field. This effect can be used in applications like magnetic sensors, magnetic
storage devices and spin electronics. The Giant Magneto Resistance (GMR) effect,
which is smaller than the CMR effect, is already used in read heads of modern hard
discs. Peter Griinberg and Albert Fert gained the Nobel price 2007 in physics for
the discovery of the GMR effect. Because of the reduction of the read head size,



1.1 Colossal Magneto Resistance Compounds 5

the limiting factor of the increase of storage density will become the superparamag-
netic limit (today ~ 200Gbit/in?), which can be pushed to higher density by use of
new materials and structures, such as Nanodots of La;_,Sr,MnO3 (Ruzmetov et al.,
2005). Another application is the field of spinelectronics, where La;_,Sr,MnOj is a
promising candidate for ferromagnetic layers in magnetic tunnel junctions and other
spin-injection devices, since it has nearly 100% spin polarization and a high Curie
temperature T ~ 350 K (Park et al., 1998; Bowen et al., 2003).

Hole doped manganese oxides in the perovskite structure, R;_,A,MnQOs3, where
R and A represent a trivalent rare earth ion and a divalent ion, respectively, show
a very rich phase diagram as a function of temperature, magnetic field and dop-
ing. An example for such a phase diagram is given by Dabrowski et al. (1999)
for La;_,Sr,MnO3 (0.1 < z < 0.2). The resulting phase diagram is presented in
figure 1.2, in which transitions found by magnetic measurements are displayed by
circles and transitions found by resistivity measurements are displayed by triangles
and crosses. This variety of phases is due to competing structural, magnetic and

400

w
o
o

Temperature (K)
=
o o

0.10 0.12 0.14 0.16 0.18 0.20
x in La,  Sr,MnQO,

Figure 1.2: Phase diagram of Laj_,Sr,MnO3 (0.1 < z < 0.2) based on results from
Dabrowski et al. (1999) with different structural transitions: orthorhombic phase with small
coherent Jahn-Teller distortion (O*: red), with large coherent Jahn-Teller distortion (O’:
dark blue) and suppressed coherent Jahn-Teller distortion (O’*: light blue) and rhombohe-
dral phase (R: yellow).

electric properties. The behaviour of the Mn 3d electrons is influenced by the struc-
ture when the occupation of different orbitals is preferred due to the distortion of the
oxygen octahedron (Jahn-Teller distortion). This leads to an orbital ordering which
was investigated in Laz,gSr1/sMnO3 by Kuepper et al. (2005). A comparable ordering
was found in the layered manganite Lags5Sri sMnO4 by Huang et al. (2004). Tebano
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et al. (2008) found orbital ordering at interfaces in ultrathin Lagg7Srg.33MnO3 films
suppressing the double exchange mechanism. A very recent publication by Li et al.
(2009) investigated the crystal and magnetic structure of Laz/sSrisMnOs. They
found a breathing-mode distortion, which is a sign for a very strong cooperative
Jahn—Teller distortion. Furthermore the magnetization direction turned for tempera-
tures above ~ 100 K from the b to the ¢ axis in the crystallographic b — ¢ plane. The
mother compound LaMnQOj is an antiferromagnetic insulator with tgge; configuration
of Mn?* jons. The occupied eg orbitals, ds,2_,2 or ds,2_,2, order alternating in the
(001) plane. Such an ordering produces ferromagnetic ordering within the (001) plane
and antiferromagnetic coupling along the c-axis (a-type antiferromagnetic). Collec-
tive Jahn-Teller distortions are influenced by this orbital ordering found by Kanamori
(1959), which transforms the compound to a ferromagnetic insulator with Sr substi-
tution at  ~ 0.1 and further on to a ferromagnetic metal at  ~ 0.16 (Urushibara
et al., 1995; Kawano et al., 1996; Zhou et al., 1997; Moritomo et al., 1997). In the
ferromagnetic insulating phase the double exchange carrier is subject to Anderson
localization, resulting in the absence of diffusion of waves in random media. The
Curie temperature increases with Sr substitution from ~150 K for z ~ 0.1 to ~300 K
for x ~ 0.2 (Dabrowski et al., 1999). Other atoms were substituted at the A-site
with comparable effects, like La;_,Ca,MnO3 (van Aken et al., 2003). Also the B-site
was substituted for Lag Srg4MnOz with different metal ions (Li'™, Mg?*, A>T, Titt,
Nb>*, Mo%* and W) by Vijayanandhini and Kutty (2008) resulting in lower transi-
tion temperatures, different magnetotransport properties and charge stripe ordering.
Despite the intense investigation of the CMR oxides, the mechanism of CMR is
still not completely understood. A qualitatively correct description of the effect is
given by the double exchange model of Zener (1951). This model alone, however,
cannot account for the large magneto resistance (Millis et al., 1995, 1996). Theo-
retical and experimental approaches suggest a more complex mechanism like short
range ordered Jahn-Teller distortion in the local environment of the magnetic atom
resulting in electron localization and polaron formation (Millis et al., 1995, 1996; De
Teresa et al., 1997; Booth et al., 1998; Louca et al., 1997), charge and orbital order-
ing (Murakami et al., 1998a,b) and phase separation (Moreo et al., 1999; Mathur and
Littlewood, 2003). The Jahn-Teller coupling energy is large (~1 eV; Imada et al.
(1998)) while the exchange splitting of the conduction band depends on Sr doping
and ranges from ~1.7 eV (x = 0.175) to ~0.9 eV (z = 0.3; Okimoto et al. (1997)).

1.2 High-k Materials

The rapid progress of complementary metal-oxide-semiconductor (CMOS) inte-
grated circuit technology since the late 1980s has enabled the Si-based microelectron-
ics industry to simultaneously meet several technological requirements to fulfil market
expansion. These requirements comprise performance (speed), low static (off-state)
power, and a wide range of power supply and output voltages. Additionally the
scaling of the circuit takes place, which is the ability to perform a calculated re-
duction of the dimensions of the fundamental active device in the circuit, the field
effect transistor (FET). The result has been a dramatic expansion in technology and
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communications markets including the market associated with high performance mi-
croprocessors as well as low static-power applications, such as wireless systems (Wilk
et al., 2001).

The key element, which enables the scaling of the Si-based metal-oxide-semicon-
ductor field effect transistor (MOSFET), is the material and the resulting electrical
properties associated with the dielectric silicon dioxide, which is employed to iso-
late the transistor gate from the Si channel in CMOS devices. The use of amorphous,
thermally grown SiO, as a gate dielectric offers several key advantages for CMOS pro-
cessing. Two of these advantages are a stable (thermodynamically and electrically),
high-quality Si-SiO, interface and superior electrical isolation properties. In modern
CMOS processing, defect charge densities are in the order of 10'°/cm?, midgap in-
terface state densities are ~ 10'°/cm? eV, and hard breakdown fields of 15 MV /cm
are usually reached and are also therefore expected for devices with smaller dimen-
sions (Wilk et al., 2001). These challenging electrical properties have to be met by
any alternative gate dielectric candidate.

It is essential to distinguish between the requirements for memory and transistor
applications.

Memory capacitors require extremely low leakage currents (J < 107® A/cm?) and
very high capacitance density for charge storage, but the interface quality is not that
critical. Memory capacitor applications require control of the interface, primarily to
limit interfacial reactions to keep the total capacitance high. The main requirement is
that the capacitors store charge while current transport along the dielectric interface
is not important. Furthermore electric field penetration is not required below the
bottom electrode. Therefore the bottom electrode is often metal or nitrided poly-Si
(heavily doped). All of the requirements lead to the important difference between
memory capacitor and transistor application of high—k materials that the bottom
dielectric interface quality is not as critical for capacitor performance.

In contrast, a key requirement of a FET is that the electric field penetrates
into the Si channel to modulate carrier transport, and that the dielectric channel
interface is of very high quality. The channel is used to be Si, so any potential
high-k dielectric must be compatible with Si. Transistors have more forgiving leakage
requirements (< 10? A/cm? for high-performance processors, and ~ 10® A/cm? for
low—power applications), although high capacitance densities are still needed. The
most critical distinction between high-k£ materials requirements for capacitors versus
gate dielectrics is the interface and materials compatibility: gate dielectrics must form
an extremely high-quality interface with Si, and also be able to withstand CMOS
processing conditions while in contact (or near contact) with Si.

1.2.1 Memory Capacitor Applications

In the end of the 20th century, many of the materials initially chosen as potential
alternative gate dielectric candidates were inspired by memory capacitor applica-
tions and the resultant semiconductor manufacturing tool development infrastruc-
ture (Wilk et al., 2001).

Intensively studied high-k gate dielectric materials are systems such as TayOs
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(Nishioka et al., 1987; Chaneliere et al., 1998; Fleming et al., 2000), SrTiO3 (Mc-
Kee et al., 1998; Yu et al., 1999; Eisenbeiser et al., 2000; Yu et al., 2000a,b), and
Al,O3 (Klein et al., 1999; Gusev et al., 2000; Kolodzey et al., 1997; Michaelson,
1977). Their dielectric constants are in the range from 10 to 80. With the exception
of Al;Og3, these materials are not thermodynamically stable in direct contact with Si.
This thermodynamic stability is not a requirement for memory capacitors because
the dielectric is in contact with the electrodes, which are typically nitrided poly-Si or
metal.

Interfacial reaction was observed for the case of TayO5 on Si (Alers et al., 1998), as
is expected from thermodynamic arguments and in agreement with previous work in
dynamic random-access-memory capacitor applications (Nishioka et al., 1987). This
work reveals that the modification of the gate electrode and the channel interfaces is
required reduce the reaction between adjacent phases. Interface engineering schemes
have been developed to form oxynitrides and oxide/nitride reaction barriers between
the high-k metal oxide material and Si to minimize the reaction with the underlying
Si. Additionally to the reduction of reaction between the high-k dielectric and Si,
these barrier layers help to maintain a high channel carrier mobility. However, it
should be noted that an interfacial layer of SiO5 or another low permittivity material
limits the highest possible gate stack capacitance, which is equivalent to the limiting
of the lowest achievable oxide thickness with respect to the dielectric constant. Fur-
thermore the increased process complexity of the deposition and control of additional
ultrathin dielectric layers, as well as scalability to later technology nodes, become
more problematic.

This effect of reduced capacitance can be seen when the structure contains several
dielectrics in series, the lowest capacitance layer will dominate the overall capacitance
and sets a limit on the minimum achievable oxide thickness with respect to the di-
electric constant. For example, the total capacitance of two dielectrics in series is
given by

1/Cio =1/C1 +1/Cy (1.1)

where C] and (5 are the capacitances of the two layers, hence the result is dominated
by the lowest capacitance. This leads to a lower total capacity. Therefore, much of
the expected increase in the gate capacitance associated with the high-k dielectric is
compromised.

The largest benefit of using SiOy as the underlayer of a stack at the Si channel
interface is that the unparalleled quality of the SiO,-Si interface will help to maintain
a high channel carrier mobility. The usage of such SiO, interface layers was examined
by Roy and Kizilyalli (1998) and Kizilyalli et al. (1998). In these works, a TayOj
film was sandwiched between SiO, layers located at the substrate and gate (poly-Si)
interfaces.

Recent developments in employing high dielectric layers have centered on hafnium
based dielectrics (Robertson, 2006). The main limitation of Hf-based dielectrics is that
they require either a significantly thick (> 0.5 nm) SiOs interlayer or must be alloyed
with SiO, to form silicates that have lower dielectric constants, thereby limiting the
future scalability.
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1.2.2 Field Effect Transistor Applications

The complementary metal oxide semiconductor (CMOS) field effect transistor
(FET) made from silicon is the most important electronic device. This is due to its
low power consumption and its performance improvement over forty years according
to Moore’s Law of scaling. This law says that the number of devices on an integrated
circuit increases exponentially, doubling over a 23 year period. The minimum feature
size in a transistor decreases exponentially each year. The International Technology
Roadmap for Semiconductors (ITRS; http://www.itrs.net) defines how each design
parameter will scale in future years to continue this trend.

Commonly it is said that the scaling will limit Moore’s law when in lithography
very short wavelengths of light to pattern the minimum feature size are needed.
Nowadays it turns out that materials are now a key constraint. First, the maximum
current density in interconnects between transistors led to copper replacing aluminium
as the conductor. Then, RC time delays led to the replacement of SiO, inter-metal
dielectric by materials of lower dielectric constant such as SiOy:F or porous SIOCH
alloys. But the most serious problem in logic circuits is now the FET gate stack,
which is the gate electrode and the dielectric layer between the gate and the silicon
channel.

The thickness of the SiO, layer presently used as the gate dielectric is now so thin
(under 1.4 nm) that the gate leakage currents due to direct tunnelling of electrons
through the SiO, becomes too high, exceeding 1 A cm™2 at 1 V (Lo et al., 1997),
so that power dissipation increases to unacceptable values (Wilk et al., 2001). In
addition it becomes more difficult to make and measure accurately such thin films.
Finally, the reliability of SiO, films against electrical breakdown decreases in thin
films. These reasons lead to a desire to replace SiO, as a gate oxide. Tunnelling
currents decrease exponentially with increasing barrier gate oxide thickness. A FET
is a capacitance operated device, where the source drain current of the FET depends
on the gate capacitance
60/{?14

t )
where ¢ is the permittivity of free space, k is the relative permittivity, A is the area
and t is the oxide thickness. Hence, the solution to the tunnelling problem is to replace
Si0y with a physically thicker layer of new material of higher dielectric constant k.
This maintains the capacitance at a high level and results in the reduction of the
tunnelling current. These new gate oxides are called high—k oxides.

For the electrical design of a device, the precise material is not important. There-
fore it is convenient to define an electrical thickness of the new gate oxide regarding
to its equivalent silicon dioxide thickness or equivalent ozide thickness (EOT) as

EOT — %thighk | (1.3)
Here 3.9 is the static dielectric constant of SiOs. The aim is to develop high-k oxides
which allow further scaling to continue to even lower values of EOT.

The gate leakage problem is known since the late 1990s (Lo et al., 1997), but
in this time the criteria for the choice of oxide were not yet clear. It was discussed
whether to use high-k oxides or to circumvent the problem by using novel device

C:

(1.2)
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designs. However, the increasing importance of the low-power electronics, in mobile
phones, laptops, etc. leads to the confrontation with this problem (Wilk et al., 2001).
Low standby power CMOS requires leakage currents of below 1.5 x 1072 A cm ™2
rather than just 1 A cm™2.

As mentioned before hafnium based dielectrics were investigated in recent de-
velopments. Nevertheless, this candidate requires either a significantly thick (> 0.5
nm) SiO, interlayer or must be alloyed with SiOy to form silicates that have lower
dielectric constants, which limits the future scalability (Robertson, 2006).

In this respect ternary rare earth oxides such as lanthanum aluminate have gained
interest as possible candidates for the next generation of high-k materials. Among
these oxides, rare earth scandates have been studied intensively because of their
promising properties. Recent reports on thin films of GdScO3 deposited by pulsed
layer deposition (Zhao et al., 2005) and electron beam evaporation (Wagner et al.,
2006) demonstrate that amorphous GdScOj films possess a dielectric constant com-
parable to HfOy (k ~22-23) and low leakage currents. It was also shown that the
films remain amorphous after annealing under conditions similar to those of the con-
ventional source/drain dopant activation process for Si MOSFETs. GdScOjz films
were deposited by atomic laser deposition (ALD) with minimal interlayer thick-
ness (=~ 0.15 nm) while maintaining their desirable electrical and structural prop-
erties (Kim et al., 2006). The films were pure and amorphous, both as-deposited and
after a 5 min annealing at 950 °C and formed a sharp, smooth interface to Si. The
amorphous GdScOj films have a high dielectric constant (k ~ 22), low fixed charge
density, and low interface trap density. A film with 1 nm EOT also demonstrated
that the leakage current density is less than 2 mA/cm? at 1 V gate bias.

These reports illustrate many of the desirable properties of GdScO3 as a gate
dielectric, and motivate the development of the electronic properties of the rare earth
scandates.

1.2.3 Leakage Current

Device scaling will require the use of even smaller EOTs. Hence a major problem
of leakage currents in high-£ gate dielectrics is the tunnelling leakage current through
the thin layer. Therefore an overview about leakage currents is given in this section.

Leakage currents at the gate J; increase exponentially with decreasing barrier
height and thickness for electron direct tunnelling transport. Yeo et al. (2002) defined
a theoretical figure of merit, f, for direct tunnelling, based on the barrier height &,
tunnelling mass m* and dielectric constant k

Jo o< exp(=2f x t), f = (2m*®)"/? (%) , (1.4)

where t is the EOT. Leakage currents also depend on other factors, including the
structure of the layer. Polycrystalline gate dielectrics may be problematic because
grain boundaries serve as high-leakage paths, and this may lead to the need for an
amorphous interfacial layer to reduce leakage currents. In addition, grain size and
orientation changes within a polycrystalline film can cause significant variations in
k, leading to irreproducible properties. There are some counter-examples where very
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encouraging properties for ZrO, produced by atomic layer chemical vapour deposition
(ALCVD) are reported by Houssa et al. (2000). In this study a gate dielectric stack is
used, with the ZrO, film on top of an amorphous SiO, layer. However, the amorphous
SiOy layer may influence electrical properties. This issue will become important,
as the SiO, layer presents a limit to the minimum achievable EOT value for these
structures.

The work by van Dover (1999) used lanthanide dopants in TiO,, films to create and
maintain an amorphous film for capacitor applications, even though TiO, is typically
crystalline already at low temperatures. Very encouraging results were obtained, as
both high permittivities and low leakage currents were achievable with Nd, Tb, and
Dy dopants, but these particular films are not stable on Si.

Single crystal oxides grown by molecular beam epitary (MBE) methods (Eisen-
beiser et al., 2000; Kwo et al., 2000) can in principle avoid grain boundaries while
providing a good interface, but these materials also require submonolayer deposition
control, which may only be obtainable by MBE approaches. Kwo et al. (2000) formed
capacitors with single-domain, crystalline Gd;O3 films on Si by MBE, which had no
apparent interfacial layer according to infrared absorption spectroscopy. Leakage
currents for these films was 1072 A/cm? at 1 V bias, and CV (capacitance versus
voltage) analysis showed k ~ 14, while some frequency dependence was observed and
the permittivity decreased with decreasing film thickness (Kwo et al., 2000). For per-
ovskite materials such as Sr'TiO3, where the structure consists of alternating SrO and
TiO4 planes, each single atomic-height step edge, which always exist on the surface
of Si wafers, may possibly serve as a nucleation site for an antiphase boundary and
possibly a grain boundary. Any of these dielectrics which require interfacial layers on
the Si channel, to avoid reaction between the high-k£ material and Si, will also require
a metal gate, or perhaps a buffer layer at the poly-Si gate interface. In contrast to
that, amorphous films will exhibit isotropic electrical properties, will not suffer from
grain boundaries, and can easily be deposited by manufacturable techniques.

Robertson (2006) made six conditions for the new oxides to be acceptable as gate
dielectrics, a high enough k value, thermal stability, kinetic stability, band offsets,
good interface quality with Si and low bulk defect density. Robertson stated that
HfO, and Hf silicate have emerged as the preferred oxides. The necessary deposition
and processing to produce working devices have been achieved. However, there are
still problems with these oxides in order to achieve high performance devices. This
requires improvement of flat band voltage and lower defect densities. The flat band
voltage shift may be due to interface defects and interface behaviour at the gate
oxide/gate electrode interface. The main defects in the oxides are oxygen vacancies
and interstitials. The oxygen vacancies are most problematic as they give rise to
defect levels close to the Si conduction band. Flat band voltage instability is due to
electron trapping at the O vacancy. Mobility degradation is largely due to remote
charge scattering by charged defects in the oxide. DC flat band voltage shifts tend
to be due to interaction and reaction of the gate electrode and the high-k oxide.

A promising class of materials for high-k applications are the rare earth scandates
(REScO3) because of their favourable material properties. For single crystals of these
ternary oxides, Schlom and Haeni (2002) found dielectric constants of 20-35 depending
on the lattice direction. Lim et al. (2002) determined an optical band gap larger than
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5 eV, and Afanas’ev et al. (2004) confirmed this value for thin amorphous films
grown by pulsed laser deposition (PLD). In addition, these authors found conduction
and valence band offsets to silicon of 2-2.5 eV. The thermal stability of LaScOs,
GdScO3 and DyScOs thin films deposited with off-axial pulsed laser deposition was
investigated by Zhao et al. (2005). They showed that in contact with silicon the
amorphous phase of LaScOj3 is stable up to 800 °C, while DyScO3 and GdScO3 thin
films remain amorphous up to 1000 °C. Thin layers of GdScO3 on n-type or p-type
silicon were prepared by Kim et al. (2006) with a thickness of 4.9 nm which is equal
to EOTs of around 1 nm. The interface was smooth and abrupt. The leakage current
density was smaller than 2x 1073 A/cm? at 1 V gate voltage bias. Another candidate
as gate dielectric material is Lal.uO3 which was grown as 6 nm thin film on p-type
silicon by Lopes et al. (2006). This material has similar properties as the rare earth
scandates and a dielectric constant of about 32.

1.3 Substrates for Strain Tailoring

Enormous strains can exist in thin films when one material is deposited on an-
other (Nix, 1989), resulting from differences in crystal lattice parameters and thermal
expansion behaviour between the film and the underlying substrate or arising from
defects formed during film deposition (Speck et al., 1995; Nix and Clemens, 1999).
Although such strain often leads to degraded film properties, if suitable substrates and
growth parameters are used, strain offers the opportunity to enhance particular prop-
erties of a chosen material in thin film form, namely strain engineering. As a result,
the properties of thin films can be markedly different from the intrinsic properties of
the corresponding unstrained bulk materials. Enormous strains induced to thin films
have previously been used to alter the T of ferromagnetic (Beach et al., 1993; Gan
et al., 1998) and superconducting (Lock, 1951; Sato and Naito, 1997; Bozovic et al.,
2002) materials. For such phenomena, strain-induced enhancements in T as large as
tens of degrees have been observed (Beach et al., 1993). Owing to the strong coupling
between strain and ferroelectricity, much larger T shifts are expected (Devonshire,
1954; Pertsev et al., 1998), and have been observed (Abe et al., 1998; Streiffer, 2002),
in ferroelectric materials.

Prominent examples for strain tailoring are room temperature ferroelectricity
in strained SrTiO; (Haeni et al., 2004) and the enhancement of ferroelectricity in
strained BaTiOs thin films (Choi et al., 2004). In strontium titanate T was in-
creased by hundreds of degrees and room temperature ferroelectricity was produced.
This material is usually not ferroelectric at any temperature. A thin film of BaTiO3
was grown by molecular beam epitaxy on GdScO3z and DyScOg3 with the result that
the ferroelectric transition temperature was nearly 500 °C higher and remanent po-
larization at least 250% higher than for bulk BaTiOj3 single crystals. More recently
DyScO3 was used as substrate to tailor the ferroelectric properties of the multiferroic
BiFeOj3 by Chu et al. (2006) and Pabst et al. (2007). They found self-oriented 1D pe-
riodic ferroelectric domain structures in BiFeO3/SrRuO3/DyScOj3 heterostructures.
This ferroelectric domain structure depends on the growth mechanism.

In practice, the synthesis of uniformly strained ferroelectric films is challenging.
Epitaxial ferroelectric films are usually grown to thicknesses greatly exceeding their
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critical values, resulting in undesirable relaxation towards a zero-strain state by the
introduction of dislocations. Dislocation densities of ~ 10'* cm ™2 are typical in epitax-
ial Ba,Sr;_,TiOj3 films (Canedy et al., 2000), and the resulting inhomogeneous strain
further smears the phase transition, in addition to the effects of chemical hetero-
geneity mentioned above. The approach to controlling the properties of ferroelectric
SrTiO5 or BaTiOgs films centers on the development of new substrates that enable
the growth of uniformly strained films below, or at least closer to, the critical thick-
ness for relaxation. Depending on the choice of substrate, films may be grown under
compressive or tensile strain. For BaTiOj3 films the chosen substrates are GdScOsz
and DyScOjs single crystal substrates, because they are structurally (Schubert et al.,
2003), chemically (Schubert et al., 2003), and thermally (Biegalski et al., 2005) com-
patible with BaTiOs, and they have appropriate lattice constants to impart a strain
¢s of about 1.0% and 1.7%, respectively, on coherent (001) BaTiOj3 films (Choi et al.,
2004). For thin films of SrTiO3, DyScO3; was taken as a substrate because of the lat-
tice mismatch of +1.0% at room temperature and DyScOj3 is not ferroelectric down
to 4 K (Haeni et al., 2004).

1.4 Multiferroics

Multiferroic materials show at least two order parameters among ferroelectricity,
ferromagnetism (or antiferromagnetism) and ferroelasticity. The huge interest in this
materials during the last decade is due to their potential applications including multi-
ple-state memory elements, magnetic-field sensors and electric-field-controlled ferro-
magnetic resonance devices with magnetically modulated piezoelectricity (Smolenskii
and Chupis, 1982; Hill, 2000).

The existence of ferromagnetism and ferroelectricity in the same phase in the
conventional form is a contradiction. The usual mechanism for ferroelectricity is
the cation-offcentering which requires empty d orbitals. The formation of magnetic
moments results normally from partially filled d orbitals. This contradiction can be
overcome if the offcentered ions are different from the magnetic ions. Multiferroism in
magnetic perovskites and related materials is achieved by use of different sites. The
large A-site cation can provide ferroelectricity, while the small B-site cation is mag-
netic. This mechanism was used in Bi-based ferroelectrics like BiFeO3 (Wang et al.,
2003). Meikeljohn and Bean (1956) found such a coupling for the first time. There-
fore the magnetoelectric effect is not new, but the promising application is of future
interest. Very recently Chu et al. (2008) have coupled a ferromagnetic CugoFeg; with
antiferromagnetic and ferroelectric BiFeOg resulting in the control of magnetism with
an electric field. This indirect switching gives first possibilities for the application. As
mentioned before (section 1.3) the ferroelectric properties of BiFeO3 can be tailored
by the choice of the substrate, like DyScO3 (Chu et al., 2006; Pabst et al., 2007).
Another possibility for multiferroic behaviour can be achieved with geometrically
driven ferroelectricity, like in the antiferromagnetic ferroelectrics YMnOj3 (van Aken
et al., 2004; Fennie and Rabe, 2005) and BaNiF, (Ederer and Spaldin, 2006). Kimura
et al. (2003) found that in TbMnOj ferroelectricity is induced by the formation of
a symmetry-lowering magnetic ground state without inversion symmetry, where the
polarization is small, but the magnetoelectric interactions may be strong. Finally
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charge ordering can cause ferroelectricity in magnetic materials, which is the case in
LuFe,Oy (Ikeda et al., 2005b; Subramanian et al., 2006). van den Brink and Khomskii
(2008) focus in their work materials in which charge ordering induces ferroelectricity.
They sort the multiferroics in two groups. In ’type-I’ multiferroics ferroelectricity
and magnetism have different origins and occur at different temperatures. The multi-
ferroelectricity in the 'type—II" materials is completely due to magnetism and charge
ordering plays a big role. LuFe,O4 belongs to the type-I’ multiferroics.

LuFe;O4 (LFO) is a candidate for room temperature multiferroics. The room
temperature magnetodielectric effects were observed by Subramanian et al. (2006).
The anomalous dielectric and charge ordering behaviour has been investigated in
detail (Yamada et al., 1997; Ikeda et al., 1998, 2000). The key factor of the multiferroic
properties in this material is the mixed valence state of Fe. The formal iron valence
state is +2.5. The iron sites are equal from the structural point of view, but the
Fe** and Fe?' ions are ordered on a triangular lattice. This valence ordering in a
charge frustrated system leads to ferroelectricity (Ikeda et al., 2005b, 2007). ITkeda
et al. (2005a) presented a spin and charge order model (Siratori et al., 1992) where
the Fe?™ spin contributes to the majority spin and Fe3* contributes with 1/3 to the
majority and with 2/3 to the minority spin. The charge is stripe like ordered in
this model. This charge and spin ordering was confirmed theoretically by Nagano
et al. (2007). Usual ferroelectric crystals have a spontancous electric polarization
arising from the coherent arrangement of electric dipoles where a polar displacement
of anions and cations is present. The covalent bond between the anions and cations,
or the orbital hybridization of electrons on both ions, plays a key role for the dipolar
arrangement in this usual off-centering ferroelectrics (Cohen, 1992; Sdghi-Szabo et al.,
1998; Kuriowa et al., 2001). Portengen et al. (1996) have proposed an alternative
model, namely electronic ferroelectricity, in which the electric dipole depends on
electron correlations, rather than on the covalency. This would offer the attractive
possibility of ferroelectric materials that could be controlled by the charge, spin and
orbital degrees of freedom of the electron. These materials offer, in contrast to the
before mentioned BiFeO3 coupled with CuggFeq 1, a direct magnetoelectric switching.

Magnetic properties of LFO stemming from 2D ferrimagnetic ordering have also
been investigated using neutron diffractions, magnetization, and Mdssbauer measure-
ments (lida et al., 1993). The 2D ferrimagnetism parallel to the c-axis occurs below
210 K and remains even at 4.2 K. Ferrimagnetic clusters of various sizes are frozen
below 210 K and lead to a spontaneous magnetic moment of approximately 1.4 up
per formula unit where the easy axis is along the c-axis of the crystal (Iida et al.,
1993). Above this temperature smaller clusters need higher magnetic fields to polarize
in the direction of the field against thermal fluctuation. Neutron diffraction reveals
that the magnetic correlation along the c-axis does not change with temperature.
Ferromagnetic correlation between two layers in a W-layer and weak antiferromag-
netic coupling between adjacent W-layers was found. The Curie temperature was
determined to 250 K by Bang et al. (2008). They found the three dimensional charge
ordering to be stable up to 330 K. At higher temperatures the charge ordering is two
dimensional (Yamada et al., 1997) until it finally breaks down completely at 370 K
due to electron hopping. The frequency of this electron hopping decreases with the
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reciprocal temperature (Ikeda et al., 2007). At room temperature the hopping fre-
quency is in the range of 10° Hz and at around 200 K the frequency is around 10* Hz.
This electron hopping is the elementary process of the dielectric relaxation. Very
recently Qin et al. (2009) investigated the influence of substitution from Fe?t with
Mg?* which has an effect on the electron hopping and the magnetic properties. Also
the lattice parameters change progressively with increasing Mg content. At low tem-
peratures (down to 20 K) TEM measurements clarified the charge ordering to be a
charge-stripe phase which can explain the ferroelectricity in LFO (Zhang et al., 2007).
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Chapter 2

Basics of X-ray Spectroscopy

To characterize the electronic, magnetic and chemical structure of solids there
are some x-ray spectroscopic methods which are used in the present work. These
are x-ray photoelectron spectroscopy (XPS), x-ray absorption spectroscopy (XAS)
and x-ray emission spectroscopy (XES). By dint of these methods one can reveal
information about the chemical state of different elements, magnetic properties and
stoichiometry of solid materials.

The XPS method is based on the photoelectric effect where an x-ray photon
excites an electron of the core level, which can leave the solid, if it has enough kinetic
energy. The resulting free electrons can be detected, resolved in their exit angles and
energies. The binding energies of the detected electrons provide information about the
elements within the sample, the valence states and the magnetic properties. The peak
intensities corresponding to the elements contained in the compound give information
about the stoichiometry of the sample. The XPS method gives the total density of
states (tDOS). The XES method is based upon the recombination of a core hole with
an electron of a higher level, e.g., originating from the valence band. If one knows
the binding energies of the core levels, it is possible to determine the partial density
of states (pDOS) of this element in the valence band. The partial density of states
of the unoccupied states in the conduction band can be probed by XAS. Here an
electron of a core level is excited to an unoccupied state of the conduction band.

The methods XPS, XES and XAS are complementary to each other and provide
information about the electronic structure of the samples. There are more specific
methods of absorption and emission spectroscopy. X-ray magnetic circular dichroism
(XMCD) and x-ray magnetic linear dichroism (XMLD) are absorption methods ex-
cited with circular polarized light and linear polarized light, respectively. In XMCD,
different circular helicities of light give a difference in the absorption signal for param-
agnetic materials in a magnetic field (see chapter 2.3.2). For XMLD linearly polarized
light is used, which is parallel or perpendicular to the magnetization of an antiferro-
or ferromagnetic sample, resulting in different absorption spectra (see chapter 2.3.3).
The resonant x-ray emission spectroscopy (RXES) is an XES method where the core
level is resonantly excited. Then the electron is excited just to the conduction band
instead of leaving the material completely. If the excited electron is recombining with
the created core hole this transition is called elastic. If the core hole is filled with
an electron of the valence band this transition is called inelastic. The inelastic part
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of the resonant excited emission spectrum is observed in the resonant inelastic x-ray
scattering (RIXS).

2.1 Theoretical Models

The theoretical description of the electronic structure of transition metal and
rare earth oxides is a difficult task. For our discussion, a reference to two different
approaches will be useful. On the one hand there is the band model which can describe
delocalized electrons in the valence band region. The hybridization between metal
atoms and ligand atoms is well reproduced and the interatomic interaction plays a
major role. On the other hand this approach faces problems in describing localized
core level excitations, like the XAS of the metal L edge. Such experiments are often
better described within the multiplet model where a separated atom is modelled and
the interatomic interaction is included by the crystal field of the ligand atoms. An
example is the localized 3d electrons in transition metal compounds. During a direct
transition from 2p to 3d levels in the course of an L edge XAS process, the partly
filled d band interacts with the 2p core level and this is leading to multiplet splitting
in the spectra. These multiplet effects have smaller influence on the more delocalized
valence electrons of ligand atoms, i.e. in the K edge XAS of oxygen.

To get a complete theoretical description of transition metal and rare earth ox-
ides, both models have to be applied, because there is a competition between different
interactions in such compounds, which leads to a more localized or to a more delo-
calized behaviour of the electrons at different atoms and levels.

2.1.1 Band Models

The band model is often implemented by use of the density functional theory
(DFT) which was introduced by Hohenberg and Kohn (1964). A good review about
the application and prospects of the density functional formalism is given by Jones
and Gunnarsson (1989). The Born-Oppenheimer approximation is used in which
the slow movement of heavy atomic cores is decoupled from that of much lighter
electrons (Kohn, 1999). The eigenfunctions ¢;(r), which define the electron density
can be found from solving the Kohn-Sham equations (Kohn and Sham, 1965):

2
5V Vo) 610 = ). 1)
Here V¢ is the effective periodic potential of the crystal lattice
e? , p(r)
= — _ . 2.2
Veis 4dTeg /dr r —r/| Ve () + Vaelr) (22)

This potential comprises the classical Coulomb field due to electron density p(r), the
external Coulomb potential due to the lattice of ions V,,; and the so—called exchange
and correlation potential V..

_ 0 Erelp)

el = )

(2.3)
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where F,. is the exchange correlation energy. The ground state density p(r) of an
N-electron system, after Kohn and Sham (1965), is expressed in terms of the above

eigenfunctions:
Z i(r)" oi( (2.4)

The summation is over the N lowest occupied eigenstates.

There is a theorem by Hohenberg and Kohn (1964) which states that the total
energy of an electron system in its ground state (and hence all properties related
to it) is uniquely defined by the electron density. In practice, some approximations
are necessary to describe the exchange—correlation potential V. which comprises the
complexity of interactions in the whole electron system.

The exchange—correlation potential is that created by the ”exchange—correlation
hole” p..(r,r’), which is carried around each electron and accounts for the reduction of
the density of other electrons in the vicinity of it due to the effects of exchange (Pauli
principle, excluding the electrons of the same spin) and correlation (Coulomb interac-
tion, excluding all other electrons independently of spin). The exchange—correlation
energy then appears as purely electrostatic interaction of the electron density with
the exchange—correlation hole around each electron:

Buo=S [ [arate=r) rf’w_c;f) [ drptr)eatr). (25

with €,.(r) the exchange energy density.

A crucial and historically important step is the local density approzimation (LDA)
(Kohn and Sham, 1965), according to which €,.(r) is not a general function of r, hence
depending on p,.(r,r’) in the whole space, but a function of p only in point r:

€ze(T) = €xc[p(T, I'/)] — €qelp(r)] - (2.6)

This approximation, and corresponding parametrization for the €,. function, comes
from the results obtained for the homogeneous electron gas.

In practical terms it turns out that for an electron gas having a certain spin po-
larization it is easier, and numerically more accurate, to construct a parametrization
of €z in terms of two components of the spin density, p*(r) and p~(r), rather than in
terms of their sum only. Note that the Heisenberg—Kohn theorem says nothing about
an importance of two spin components separately, and the exchange—correlation en-
ergy must be (somehow) expressible via just the summary density. This updated
approximation (Hedin and Lundqvist, 1971; von Barth and Hedin, 1972) is called
that of local spin density (LSDA).

Further improvements in the parametrization of the exchange—correlation poten-
tial, especially important for correct description of magnetic systems, include various
flavours of the generalized gradient approzimation (GGA), which includes the depen-
dence on the gradients of electron density.

A priori the straightforward L(S)DA nor similar calculations cannot be expected
to directly provide the band gap in semiconductor or dielectric systems as the differ-
ence between the Kohn—Sham eigenvalues of the lowest unoccupied and the highest



20 Basics of X-ray Spectroscopy

occupied orbitals. This is so because the DF'T approach is, strictly speaking, formu-
lated for the ground state only, whereas optical excitation brings the system out of
the ground state. Special more complicated methods (e.g., the GW approximation)
exist, which allows a systematically good calculation of excitation spectra and hence
band gaps. For a special case when the band gap is of Mott—Hubbard type. However,
a symplified and yet reasonably accurate approach, known as LDA+U (Anisimov
et al., 1991, 1992) can be used. This method imitates the variation of the occupation
numbers of relevant (sufficiently localized) orbitals, hence (approximately) an effect of
electronic correlations within the corresponding shell, insufficiently accounted for in
the standard LDA. Technically, the LDA+U formalism introduces a correction to the
nominal LDA exchange—correlation energy, adding to it an orbital- and occupation-
dependend part (ng = Y Nime) as in the Hubbard model, and substracting the av-

eraged description of interactions (n® = n4/10) within the localized shell in question,
according to LDA:

Vipayu(r) = Vipa(r) + UZ (Nyr—o — ") + (U — J) Z (Mo — %), (2.7)
m m (m)

This modified exchange—correlation potential applies to a selected shell only, and
is orbital (occupation)-dependent. It depends on the parameters U and J, which
play the role of Coulomb and exchange integrals, but they do not inherently come
from inside the approach. Hence they are usually introduced as external (adjustable)
parameters. The choice of the shell for which the correction will be applied occurs ad
hoc; these are typically TM 3d and RE 4f shells.

Practical solution of the Kohn—Sham equations proceeds numerically, by expand-
ing the wavefunctions ¢;(r) over appropriately chosen basis functions. In the band
structure calculations discussed in the present work, the linearized augmented plane
waves method with local orbitals (LAPW + lo) is used. The basis functions of
this method are hybrid, composed of numerical solutions within atom—centered non—
overlapping spheres (region I in figure 2.1, smoothly matched with plane waves in the
region between the spheres (region II in figure 2.1). The numerical in—sphere part of
the basis is adjusted from one iteration to the next in the course of self-consistent
calculation, and the plane wave cutoff parameter controls the (usually of the order of
several thousands) dimension of the basis. So—called local orbitals provide adequate
description of the ”semicore states” (i.e. those deeply lying yet potentially contribut-
ing to the chemical bonding, like e.g. 3s, 3p in 3d transition metals). Taken together,
this accounts for a generally recognized numerical precision of the LAPW method,
the details of which are well described by Singh (1994). The calculations have been
done using the implementation of the LAPW + lo method in the WIEN2k computer
package (Blaha et al., 2001).

2.1.2 Multiplet Models

In many x-ray and electron spectroscopies, the multiplet effects play an important
role. If a core hole is present in the final state of an x-ray excitation process, the wave
function of the core hole is overlapping with the wave functions of the unpaired
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Figure 2.1: Separation of the unit cell in muffin tin regions (I) and the interstitial region
(IT), in case of two unequal atoms.

valence electrons. The spectroscopic experiments do not show anymore the ground
state of the system which is implied in the band structure calculations. Hence for core
hole excitations where the multiplet effects are important, other models are necessary
to describe the experimental results in a proper way. Such models concentrate on
the atomic effects, but neglect, to some extent, the interatomic interaction, which is
included as an additional perturbation. The multiplet splitting is described in the
section 2.5.3.

Hubbard and Anderson impurity models In rare earth and transition metal
oxides, the electrons can be transferred from one site to another by using the cor-
relation energy U, which accounts for the interaction between the electrons. This
energy can be found in the comparison of X-ray Photoelectron Spectroscopy (XPS)
and Bremsstrahlung Isochromat Spectroscopy (BIS) as the energy difference between
the state with N — 1 electrons and the state with N + 1 electrons (Hiifner et al.,
1991). In the case of transition metals this correlation takes place between 3d states
and then the correlation energy is called Ugy. The core level spectra of this correlated
systems can be described with the Hubbard model (Hubbard, 1963, 1964a,b). In
this model the repulsion of electrons at different sites is neglected. The correlation
between electrons at the same atom is given by the on-site Coulomb interaction Uyg.
The Hubbard model usually is applied for the TM 3d and the O 2p states.

In the single Anderson impurity model (Andersen, 1961) the interaction around
the metal site is included. Beside the correlation energy U, also the energy positions
of the localized and delocalized states €4 and €, are included as well as the hopping
terms t,4 and t,, (Fujimori et al., 1984; Fujimori and Minami, 1984). This model was
applied to 4f systems (Kotani and Shin, 2001), but for the 3d systems of transition
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metal compounds a strong hybridization between the metal and the oxygen ligand is
present, which makes the description of such systems more complex.

Crystal field and charge transfer multiplet calculations In the crystal field
multiplet model a single atom is described which is influenced by the crystal field of
the ligand atoms. The crystal field theory has a long history. It was developed by
Becquerel (1929), Bethe (1929, 1930), Kramers (1929, 1930) and van Vleck (1932) in
order to describe the electronic and chemical properties of d-metal ions in crystals.
The ligand ions are treated as a point charge. For example the 3d states (I = 2) of
a free atom are five fold degenerated (20 + 1 = 5). In a non spherical crystal field
the point charges of the ligands interact with the 3d orbitals of the metal ion and
the dengenerated states will split with respect to the symmetry of the ligands as
presented in the splitting pattern scheme in figure 2.2. It should be noted that due
to distorted ligand fields more splittings can occur or the order can change. In an
octahedral crystal field the five 3d orbitals are energetically split in two groups (ts,
and e, ), which is described with one splitting parameter 10Dg. The more complex
splitting in a trigonal bipyramidal or a distorted octahedral crystal field is described
with the three parameters, namely 10Dq, Dt and Ds. A good overview about the
crystal field theory is given by Moffit and Ballhausen (1956).

E i dxz_yz i i
o A B

T i A — —

56 i E i i dxz_yz d,2
—— e g, | i
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Figure 2.2: Splitting patterns of d orbitals in ligand fields for (a) linear MLs, (b) tetrahedral
MLy, (c) square-planar MLy, (d) trigonal-bipyramidal MLs and (e) octahedral MLg.

For crystal field multiplet calculations one starts with the atomic Hamiltonian of
a free atom
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This Schrodinger equation comprises the kinetic energy of the electrons (p?/2m), the
electrostatic interaction of the electrons with the nucleus (Ze/r), the electron electron
repulsion (e?/r) and the spin—orbit coupling of each electron (I-s). The first two terms
in equation 2.8 are the same for all electrons in a given atomic configuration. They can
be summarised in the average energy of the configuartion (H,,). The different terms
within a configuration are defined by the electron electron repulsion and the spin—orbit
coupling. The average of the spherical part of the electron electron repulsion is added
to H,,. The energies of different terms is then given by the modified electron electron
Hamiltonian H/, and the spin-orbit Hamiltonian H;,. The general formulation of the
matrix element of the effective electron electron H!, is given by the Slater-Condon
parameter F*(f;) (radial part of the direct Coulomb repulsion) and G*(g;) (Coulomb
exchange interaction):

<2S+1LJ QS+1LJ> _ kaFk + ngGk . (29)
k k

The exchange interaction g; is only present for electrons of different shells. If one
now takes into account the crystal field, the atomic Hamiltonian is extended with an
electrostatic field. This field is described by the electronic charge e and the potential
®(r) which represents the surroundings

62

12

®(r) :i > AL Yiu (T, @) (2.10)

L=0 M=—

The crystal field is treated as a perturbation to the atomic Hamiltonian. Hence the
matrix elements of the potential ®(r) have to be determined with respect to the
atomic orbitals, (3d |®(r)| 3d) in the case of 3d orbitals. The spherical and the radial
part of the matrix elements can be separated. The radial part represents the strength
of the crystal field interaction and the spherical part can be written in Y7, symmetry.
Then the crystal field potential for 3d electrons is given by:

2 4
D(r) = AgoYoo + Z 1?2 AgnrYour + Z r AanYanr - (2.11)

M=2 M=—-4

Here the first term AgyYpo is constant and will only shift the atomic states. It can be
neglected if one is interested in the spectral shape.

As mentioned before the transition metal oxides show strong hybridization be-
tween the metal and the ligand states. This can be included in the calculations if one
implements the Anderson impurity model in the multiplet calculations which can be
comprehended in the publication of de Groot (2004). This results in the Hamiltonian
H 41y of the charge transfer multiplet calculations for transition metal oxides:

Hary = €3aal4034 + €,abay + tusa(alya, + alasq)

+ Z Gdd@h g Q3020 13030
I'1,2,I'3,1 . (2.12)

+ Z I saly asgs + Hop
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Here the first three terms represent the 3d state, the valence band states and the
coupling between the 3d states and the valence band. The g4y term describes all
two—electron integrals and includes the Hubbard U as well as the effects of the Slater—
Condon parameters F? and F*. The last term represents the 3d spin-orbit coupling.
This charge transfer multiplet model was applied to several transition metal com-
pounds like NiO and NaCuO, (Okada et al., 1991; van der Laan et al., 1992).

2.2 X-ray Photoelectron Spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS) is based upon the photoelectric effect,
which is schematically depicted in figure 2.3.

XPS @

=t
Binding Energy

core
levels

®C

Figure 2.3: Scheme of x-ray photoelectron spectroscopy.

The effect was first discovered by Hertz (1887) who showed that a metal plate
discharges faster when it is irradiated with light. Hallwachs (1888) correlated the
velocity of discharge with the used material, wavelength and intensity of the light.
The interpretation of this effect was given by Einstein (1905) with the light quan-
tum hypothesis. In 1921 he was awarded with the Nobel prize for this work. The
quantization of light leads to the formula with the maximum kinetic energy of a
photoelectron:

Elinmaz = hv — ¢ . (2.13)
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Here h is Planck's constant, v is the frequency of light and ¢ is the work function
which is the energy an electron has to overcome to leave the atom.

The equation 2.13 applies only for electrons at the Fermi level. For electrons with
higher binding energy one can expand equation 2.13 with its effective binding energy
Epgcs¢. This leads to the equation:

Ekm = hv — EB,eff — qb . (214)

Thus the binding energy can be determined by photoelectron spectroscopy. The mea-
sured parameter is the kinetic energy. The work function is given by the spectrometer
if the sample is conductive and connected to it. The energy of the light depends on
the anode material or is determined by a tuneable light source. So only the binding
energy is variable in equation 2.14. This allows determining the binding energy by
measuring the kinetic energy of the electron leaving the sample. The binding energies
of the electrons and their quantity give a lot of information about the chemical and
electronic properties of the sample. The binding energy is important because it is
characteristic for each element.

As x-ray source in XPS, the characteristic x-ray radiation of metal anodes or
synchrotron radiation is used. In the first (traditional) way, the electrons accelerated
in an electron gun fall onto a metal anode, and as a result of their interaction therein
the Bremsstrahlung (continuous spectrum) or characteristic for the anode (monochro-
matic) x-rays are emitted. The energy of such radiation is in the range of hundreds
to ten thousands of electron volts (eV). Synchrotron radiation, wich is of limited
availability in special equipped synchrotron sites, but has very high intensity, is often
used for XPS because it is variable in frequency, allowing high resolution experiments
provided by the usage of a good monochromator. The variable excitation energy is
also used for resonant XPS.

2.2.1 Theoretical Approaches to the Photoemission Process

The photoemission process can be described within the sudden approximation
where the electron emission is faster than the relaxation of the system. The transition
probability w between the initial state W; and the final state ¥ is given by Fermi’s
Golden Rule:

(s [H| W) §(Ef — B, — hw) . (2.15)

27r‘
w=—
h

The ¢ function certifies the energy conservation. The perturbation operator H is

expressed as

e e?
(A-P+P-A)—ed+

H= A, (2.16)

2mec 2mec?
where m, is the electron mass, e the electron charge and c the speed of light. A is the
vector potential operator and @ is the scalar potential of the exciting electromagnetic
field. P is the momentum operator of the electron. If the two-photon process (|A[?)
is neglected and it is moreover assumed that the radiation wave length > atomic

distances, then the perturbation Hamiltonian becomes more simple:

e

H:

AoP . (2.17)

MeC



26 Basics of X-ray Spectroscopy

Ay is the constant amplitude of the electromagnetic wave. The vector potential
operator can be expressed as A(r,t) = Agexp (kr — wt) (Borstel, 1985). The inter-
action between the emitted electron and the remaining (N — 1) electron system can
be neglected in the sudden approximation. Then the final state can be split into two
configurations:

[Ti(N); B(N)) — [CH(N = 1) EF(N = 1)) - [€"(1); Bgi) - (2.18)

‘5"3 (1)> is the wave function of the emitted photoelectron. The energy conservation
during the photoemission process leads to the binding energy with respect to the
Fermi level as

El = Ef(N —1) — Ei(N). (2.19)

The frozen orbital approrimation assumes the orbitals to be unmodified during the
photoemission process. This approximation is based on Koopmans’ theorem (Koop-
mans, 1933). Then the binding energy is given by the negative one—electron energy
of the orbital where the electron is excited from:

EY ~ . (2.20)

It should be noted that this approximation does not consider that there is an in-
traatomic relaxation after the photoelectron process, and due to charge flow from the
crystal also an extraatomic relaxation occurs.

Three-step and one-step models Berglund and Spicer (1964) considered in the
three—step model the photoelectron process consisting of three independent events:
(1) the local absorption of the photon and the photo excitation of the electron,

(2) the propagation of the electron through the sample to the surface and

(3) the penetration of the photoelectron through the surface and emission into the
vacuum.

The first process, namely the optical excitation of the electron, is following Fermi’s
Golden rule (equation 2.15).

During the second process, the propagation to the surface, some excited electrons
lose part of their energy. For high energies these losses are due to electron electron
interaction, and for low energies the electron plasmon interaction is dominant. The
inelastic mean free path A is the distance between two inelastic impacts of the electron
which propagates through the crystal (Tanuma et al., 1987):

FE
ME) = B2 Bl(yE)

plas

(2.21)

B and v are parameters, E is the kinetic energy of the electron and E,,, is the

plasmon energy of a free electron gas, which is described by E,.s = 28.8/N,p/M
where N, is the number of valence electrons per molecule, p is the density and M
is the molecular mass. The mean free path can be reduced to the formula A = E?
where p is in the range from 0.6 to 0.8 (Jablonski, 1993). With this approximation,
resonable results for the mean free path of electrons can be achieved in the soft x-ray
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energy range (~ 100-1000 eV). The information depth for electrons is a few nm for
x-ray photoelectron spectroscopy depending on the measurement geometry.

The third step of the three step model is the escape of the photoelectron into the
vacuum. The kinetic energy of these electrons has to be high enough to overcome
the potentital barrier. Electrons with too low energies are reflected at the surface.
Since the energy projected to the normal of the surface is decisive, the information
depth becomes smaller the more the detection angle deviates from the surface normal.
Hence the measurement is more bulk sensitive for the geometry where the analyzer
detects photoelectrons coming in the surface normal. Nevertheless XPS is always
surface sensitive.

While the three—step model is more descriptive and illustrative, the one—step
model is preferred for computational simulations of XPS spectra (Borstel, 1985). In
this model the whole photoelectron process is treated as a single process. With specific
crystal potentials as input data the one step model delivers theoretical simulations of
the XPS spectra (Matzdorf et al., 1999; Schlatholter, 1999).

2.3 X-ray Absorption Spectroscopy (XAS)

In the x-ray absorption spectroscopy (XAS) a core electron is excited to an un-
occupied state above the Fermi level. A schematic illustration of XAS can be seen in
figure 2.4.

The required energy E.,. is:
Eexc = hv = Efinal - Einitial . (222)

Here Efinq is the energy of the final state with the core electron excited into the
conduction band. FEj,;iq is the energy of the not excited initial state.

Due to the dipole selection rules only transitions which change the angular mo-
mentum quantum number ! by one occur in the process (Al = £1). While the spin
s is conserved (As = 0), the z-component of the orbital momentum m has to change
by zero or one (Am = £1, 0). In particular, Am = +1 for left and right hand cir-
cularly polarized light and Am = 0 for linear polarized light. There are quadrupole
transitions which allow AL = 42,0, but these transitions are hundred times weaker
than the dipole transitions.

With XAS one probes site specifically the unoccupied density of states. This
means that the electrons are excited from a specific core level to the unoccupied
states, whereby only one atom sort is excited because each element has individual
excitation energies for its levels.

To determine different states in the conduction band one has to use a tuneable
source, e.g. the radiation of a synchrotron. The transition intensity can only be
determined indirectly. In transmission or reflection experiments one measures the
remaining intensity and calculates the absorption. For the metals one can measure
the drain current from the sample which is proportional to the XAS signal. This is
called total electron yield (TEY). If the sample is an insulator one can measure the
intensity of radiant recombination which is called partial or total fluorescence yield
(PFY- or TFY-mode).
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Figure 2.4: Scheme of the x-ray absorption process.

The XAS can be divided into two spectral regions, the so called near edge x-ray
absorption fine structure (NEXAFS) which reflects excitations of the photoelectron
into the unoccupied states, and the so called extended x-ray absorption fine structure
(EXAFS). Here the photoelectron treated as a wave is excited into the continuum,
and its superposition of backscattered waves from neighbouring atoms leads to charac-
teristic features in the XAS, usually at photon energies well above the corresponding
NEXAFS threshold.

2.3.1 Theoretical Description of the Absorption of X-rays

The x-ray absorption spectroscopy process is an excitation of a system, initially
in a ground state ¥;, into a final state ¥. The theoretical description of this process
by Fermi’s Golden Rule (see equation 2.23) is analogous to the XPS process

2 N 2
W= €|(\I/f|ef1 UH"0(Ef — E; — hv) (2.23)
where |(é7)| is the dipole matrix element coupling initial and final state. The electric
quadrupole transition is some hundred times smaller than the dipole transition and
is therefore neglected (dipole approximation). The wave functions ¥; and ¥, are not
exactly known, and for practical calculations of the x-ray absorption cross section
one can make an approximation of a one-electron process (see equation 2.24). This
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means an assumption that all other electrons do not participate in the transition from
initial to final state. Then the initial state wave function can be rewritten as a core
wave function ¢, and the final wave function as a free electron wave function e. It is
possible to rewrite the matrix element to a single electron matrix element M, which
often is constant or slowly varying in energy:

(0 6F W) = [(Tice 6] ) = [(e |e] o) = M2, (2.24)

One observes the density of empty states (p) which is implied by the delta function.
This leads together with the one—electron approximation to the following intensity:

Ixpag ~ M?p. (2.25)

The dipole selection rules dictate that the dipole matrix element is non zero if the
orbital quantum number of the final state differs by 1 from the initial state (AL = +1)
and the spin is conserved (AS = 0). That means that for example transitions like
s —pand p — s, p — d, etc. are allowed when additionally the spin is conserved.
The neglected quadrupole transitions follow other selection rules (AL = +2 or 0)
where transitions s — d, p — f, s — s and p — p, etc. are allowed.

2.3.2 X-ray Magnetic Circular Dichroism (XMCD)

The excitation with circular polarized light in XAS measurements leads to differ-
ent absorption probabilities for different spin directions. This difference is measured
by the spin dependent absorption coefficients u™ and p~ for circular polarized light
with parallel (+) and antiparallel (—) helicity with respect to the majority and mi-
nority spin, respectively. For example for the 2ps3/, state excited with right-hand
circular polarized light, just taking into account the core hole excitation, the ratio
between the excitation of spin up (majority) and spin down (minority) electrons is
62.5% to 37.5%. The ratio for the 2p;/» state is 25% to 75%.

By means of x-ray magnetic circular dichroism (XMCD) one can analyse the
magnetic moments element specifically and moreover separated into their spin and
orbital moments. It was first verified by Schiitz et al. (1987). In the following decade
it became an often used method for the characterization of magnetic materials. For
the XMCD effect it is assumed that the spin dependent dichroism in the absorp-
tion process corresponds to the difference between the number of spin up and spin
down holes of the conduction band, which gives the magnetic moment. For a max-
imum XMCD effect in the experiment, the photon angular momentum L,;, has to
be collinear to the magnetization direction M. The dichroism is then given by the
difference spectra of a measurement with the right-hand polarized light (¢ = +1, Ly,
points in the direction of wavevector k) and the left—-hand polarized light (¢ = —1,
Ly, points in the direction of wavevector —k). The same effect can be achieved with a
fixed light helicity, when the magnetization is switched in the opposite direction. The
XMCD is described as a linear combination of the absorption of circular polarized
light qright _ jleft _ j+ _ ;-

In figure 2.6 the XMCD process is schematically presented. The d-band is split
into spin up and spin down bands. Firstly the absorption of circularly polarized x-
ray photons leads to a spin polarization of the photoelectrons due to the spin orbit
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Figure 2.5: Absorption of a right-hand circular polarized photon by p;/, and p3/, multi-
plets. The excitation probability is given by Clebsch-Gordan coefficients.

coupling (j = £ s). In a second step the d valence band acts as a spin detector.
At the L edge (j = [ + s) left hand circularly polarized x-rays mainly probe the
unoccupied spin up d states with respect to the direction of the magnetization. The
effect reverses at the Ly edge due to the opposite sign of the spin-orbit coupling
(J=1-s).

For 2p — 3d transitions the magnetic moments can be calculated by applying the
so called XMCD sum rules (equations 2.26 and 2.27) found by Thole et al. (1992)
and Carra et al. (1993). These equations were modified by Chen et al. (1995).

4fL +L (14 — p-) dw
Moy = — sr=2 10 —n 2.26
b 3fL3+L2 (/LJr + /1J7> dw ( 3d) ( )
6 [, (e —p)dw =4[ ., (4 —p-)dw
fL3+L2 (:u-i- + :u—) dw

x (10 — nsq) (1 + ;gi)

Here my, is the orbital magnetic moment and mgp;, is the spin magnetic moment
in units of up/atom. The indices L3 and Ly of the integrals refer to the integration

(2.27)
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over the whole Lz and Ly peaks. (puy — p—) is the XMCD spectrum and (uy + p-)
is the sum of the XAS spectra excited with left and right circularly polarized light.
nsq is the number of 3d electrons in the corresponding ion. (77) is the ground state
expectation value of the magnetic dipole term originating from the expectation value

of the magnetic dipole operator and (S.,) is the corresponding spin operator. Usually
T.)
S2)

for bulk cubic crystals ;é < 1 and can be neglected.
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Figure 2.6: Schematic representation of the XMCD process in the one electron pic-
ture (Plogmann, 1999).

There were some simplifications made during the derivation of the sum rules. It
is considered that the 2p — 3d transitions take place between free atoms. Secondly
the L3 and Ly edges should have a complete energetic separation for the purpose of
getting exact results for the integrals. Problems occur for less—than—halffilled band
of 3d transition metals. The sum rules can be used for the late 3d transition metal
ions with a small deviation, but for the earlier transition metals a correction factor
is needed to handle the mixing of the TM L, and L3 edge. This factor was found by
Teramura et al. (1996) for different valence states of Ni, Co, Fe and Mn. For the less
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influenced Ni ions the factor is around 0.92, but for the Mn** ion a factor of around
0.59 was found. Without this correction the magnetic spin moments extracted from
XMCD experiments by the sum rules are underestimated for early and intermediate
transition metals.

A two-step model describes the XMCD effect (Schlachter and Wuilleumier, 1994).
In the first step a photoelectron with a spin and an orbital momentum from a localized
atomic inner shell is generated by circularly polarized light. In the second step, the 3d
shell acts as a detector of the spin and the orbital momentum of this photoelectron.
The amount of dichroism depends on three important parameters: the degree of
circular polarization Py, the expectation value of the magnetic moment of the 3d
shell (m) and the angle © between the directions of the photon angular momentum
Lph and the magnetic moment m. Then the XMCD intensity is casted to the following

dependence:
IXMCD X PCiI"CmLph X PCil"C (m> cos© . (2.28)

With this dependence the effects of partly polarized light and experimental ge-
ometries deviating from the ideal case can be taken into account.

2.3.3 X-ray (Magnetic) Linear Dichroism (XMLD)

The x-ray absorption of linear polarized light changes with the geometry of the
experiment. This gives a dichroic signal for different orientations of the polarization
of the light. Two types of linear dichroism can be distinguished. The first is the
x-ray natural linear dichroism (XNLD) which is also abbreviated with XLD. Here
the polarization plane is either perpendicular or parallel to the crystal axis of a not
magnetized single crystal. The second is the x-ray magnetic linear dichroism (XMLD)
where the geometry is similar to the XNLD, but the magnetization of the sample
is either perpendicular or parallel to the polarization plane. There is a complex
angle dependence between magnetization, crystal axis and polarization plane, which
is examined in detail by Arenholz et al. (2007) for Ni** Ly 3 XMLD in cubic lattices.

For linear polarized light the electric field vector E acts like a searchlight for
the occupation of orbitals because the transition intensity of the absorption process
is directly proportional to the number of empty valence states in the direction of
E. That means that orbitals lying perpendicular to the electric field vector are not
excited. For spherical orbitals, no natural linear dichroism appears. For example
the split 3d states, e, and ty4, of an octahedral crystal field are spherical, but if the
suborbitals d,,, d,. and d,. (t3) or d,2_,2 and d,2_,2 (e,) are differently occupied,
a natural linear dichroism will appear. With this technique an orbital ordering can
be observed. This was made for example by Kuepper et al. (2005) for the CMR
manganite Lay/gSri/sMnOs.

For the magnetic linear dichroism the sample is magnetized by an external mag-
netic field. In this case the charge density is distorted and elongated along the spin
axis. This is due to spin—orbit interaction, whereby the atomic spins are axially
aligned by the exchange interaction. This effect is present for ferromagnetic, ferri-
magnetic and antiferromagnetic configuration. This is the advantage of XMLD with
respect to XMCD. The XMLD effect does not vanish for antiferromagnetic coupling.
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The XMLD spectra can be described as a combination of the absorption of circularly
and linear polarized photons Il — [+ =10 — (I*+ +17) /2.

It is important to note that the natural linear dichroism is additionally present
in the magnetic linear dichroism experiment. Both linear dichroism effects are due
to a charge asymmetry. A detailed theoretical description of all (magnetic) x-ray
absorption spectroscopies can be found in a book of Stéhr and Siegmann (2006).

2.4 X-ray Emission Spectroscopy (XES)

The basic effect of the x-ray emission spectroscopy (XES) is the recombination
of a previously created core hole, as shown in figure 2.7.
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Figure 2.7: Scheme of x-ray emission spectroscopy.

The system from which a core electron was ejected, tries to get in a state of
minimum energy. So the hole in the core level will be filled with an electron of an
energetically higher lying state, e.g., from the valence band. The energy which the
recombining electron loses can be send out as a photon. The energy of the emitted
light is:

Eem = EB7€ff — EB,VB . (229)

Here E.,, is the energy of the emitted photon, Ep.ss is the effective binding energy
of the hole and Ep v p is the binding energy of the electron in the valence band.
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This emitted light can be detected for example by a CCD camera. So one can measure
the intensity of the emitted light. The x-ray emission is dominated by dipole selection
rules: Al = £1 and Aj = +1; 0 if one only considers the electric dipole vector of
the radiation. The probability of ion relaxation via dipolar emission is much larger
than the probability corresponding to the electric quadrupoles, which can be often
neglected, particularly in the case of normal z-ray emission spectroscopy (NXES).
With XES one can probe the partial density of occupied states (pDOS). It is partial
because the excitation energy depends on the element and it is dominated by the
dipole selection rules. This means that it is a site specific and symmetry specific
technique. Occupied states are probed because the recombining electrons are coming
from occupied states of the valence band. An important advantage of this method
is that it is not as surface sensitive as XAS or XPS, because the mean free path of
photons is longer than that of electrons. In figure 2.8 the emission lines are presented,
while the same dipole selection rules as for the absorption process are applied.
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Figure 2.8: Allowed dipole transitions in x-ray emission of the K and L series (Brundle
and Baker, 1979).

In the Resonant X-ray Emission Spectroscopy (RXES) the excitation energy is
close of the binding energy of the core level. This spectroscopy is divided in two
parts. In the first process, namely Resonant Elastic X-ray Scattering (REXS), the
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excited electron recombines with the core hole. Here the emitted energy is equal to
the incident energy, but due to small excitations at the Fermi level some energy—
loss features can appear which remain in constant distance to the elastic peak while
the excitation energy is tuned. The second process is the Resonant Inelastic X-ray
Scattering (RIXS) where the exited electron stays in the conduction band, and the
core hole is filled with an electron of the valence band. Here the conservation of the
impulse leads to the possibility of a band mapping, as made by citetsok04.

2.5 Effects in X-ray and Electron Spectroscopy

2.5.1 Double Exchange and Superexchange

For transition metal oxides broadly known are two important indirect magnetic
exchange mechanisms, namely the double exchange and the superexchange, which
favour ferromagnetic and antiferromagnetic coupling, respectively. These interactions
are named in analogy with the direct exchange interaction, which is normally a short—
range one.

In figure 2.9 a scheme of the superexchange is depicted. This interaction was
firstly mentioned by Kramers (1934). The theory of superexchange was developed
by Anderson (1950). For the superexchange process the metal atoms are assumed to
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Figure 2.9: Scheme of the superexchange interaction as described by Stohr and Siegmann
(2006).



36 Basics of X-ray Spectroscopy

have unpaired electrons. One electron from the intermediate nonmagnetic ligand is
transferred to one metal atom using the charge transfer energy A¢ (step a—b and d—e
in figure 2.9). In the next step the unpaired electron of the other metal atom can be
transferred to the ligand hole using the energy U — A (see step b—c). This is only
possible if spin of the unpaired electrons from the metal atoms in of opposite sign
(see step e—f). Therefore the superexchange leads to antiferromagnetic coupling.

dn+1

Mn

—
’ N~

Mn3+ (d4) Mn4+ (d3) Fe2+ (d6) Fe3+ (dS)

Figure 2.10: Scheme of the double exchange interaction as described by Stohr and Siegmann
(2006).

In figure 2.10 the double exchange process is depicted. This effect was introduced
by Zener (1951) to explain magnetoconductive properties of mixed-valent solids. Im-
portant for this interaction is that the valence state of the metal atoms differs by one.
In this example Mn®*/4* and Fe?*/3* are used. The metal ion with higher valence
state gets an electron from the intermediate ligand which fills the orbitals according
to the Hund’s rule. Then one electron of the other metal ion is transferred to the
ligand hole. The initial energetic state of the system is equal to the final energetic
state. The resulting coupling is ferromagnetic.

The advantage of the superexchange is that the valence states of the metal atoms
have not to differ by one, but the advantage of the double exchange is that no energy
is needed to transfer an electron.

2.5.2 Spin-orbit Coupling

The interaction between the spin and the angular momentum of an electron is
called spin—orbit coupling. The sum of the electronic spin s and the angular momen-
tum [ is the total angular momentum j of the electron (j = (+s). Here s = £1/2 and
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l=0,1,2,.... Hence every core level line is a doublet because of two possible cases
j=1l+sorj=1—s. Only for [ = 0 there is a singlet because j cannot be negative.
The states are named after the main quantum number n, the angular momentum /[
and the total angular momentum j, whereby s, p, d, f stand for [ = 0, 1, 2, 3, re-
spectively. A level with I =1, s = +1/2 and n = 2 is denoted as 2ps/,. For an s level
(I = 0) it is not necessary to indicate the total angular momentum because in every
case j = 1/2. Hence an s level with n = 3 is called 3s.
The relative intensity of the two levels of a doublet is given by:

Livrp 141

2.30
Ta-1/2) [ (2:30)

For p levels (I = 1) the relative intensities are I3/2/11» = 2/1. The splitting of the
doublets increases with the atomic number for fixed main quantum number and total
angular momentum.

2.5.3 Multiplet Splitting

Beside the spin orbit coupling one can observe another interaction between spins
for systems with unpaired electrons in the valence levels. This interaction is called
multiplet (exchange) splitting. During the photoemission process from 3s core levels
of transition metal compounds, the spin (s=1/2) of the generated hole in the core
level can interact with the total spin of the valence electrons (S). This coupling
is antiparallel or parallel. Hence there is another splitting in addition to the spin—
orbit splitting. According to the van Vleck theorem (van Vleck, 1934) the exchange
splitting (AE;) can be written as:

_23+1
S92l +1

G*(3s,3d) . (2.31)

G?(3s,3d) is the Slater exchange integral and [ is the orbital quantum number
(I=2). The binding energy of the state with spin (S 4 1/2) is lower than that of the
state with spin (S — 1/2). The intensity ratio between this two peaks is:

Isi1)2 _ S+1 (2.32)
Is_1/2 s '

Fadley and Shirley (1970) found that there are spectra for which the van Vleck
theorem is not fulfilled. The intensity ratio (equation 2.32) was about two times
smaller than expected. Bagus et al. (1973) associated this to intraatomic near-
degeneracy correlation effects. It turned out that this deviation from equation 2.32
is due to a satellite in this energy region, which is a contribution from shakeup and
plasmon loss processes (Uhlenbrock, 1994; Sangaletti et al., 2000). Nowadays the
treatment of the 3s multiplet splitting is based upon full multiplet calculations (San-
galetti et al., 1995). For the other core levels (I # 0), the multiplet splitting is more
complex because an additional spin-orbit splitting occurs in the spectra.
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2.5.4 Chemical Shift

When an atom is bound to another atom, the binding energy does not only
change for the valence electrons but also for the core electrons. This happens because
of the deformation of the valence charge density and the resulting change of electric
potentials. The energetic shift of the core electrons depends on the type of binding and
the electronegativity of other atoms. Referring to benchmark measurements, one can
characterize chemical bonding in the material under study. Theoretical calculations
for the analysis of the chemical shift are difficult, because the influence of several
factors cannot be determined correctly. In general the equation 2.14 is extended by
two terms that describe the effective binding energy of the electrons if the atom is
participating in a chemical bonding. The resulting equation becomes:

EB,eff = EB(a’tom> + A(E'chem + EMad) . (233)

AEpem = K g4 denotes the shift of charge in atom A relating to a reference. ¢4 is
the difference of the valence state to the reference and K describes the interaction
of valence electrons with the core electrons. The influence of the other atoms of the
molecule or the bulk is considered by the Madelung term FE);,4. This is the sum of
effective charge gp divided by the distance r,p to the atom A where A # B. The
whole influence on the effective binding energy Ep ;s can be expressed as:

Epesy = Eg(atom) + K qa+ ) (é—i) (2.34)
B#A

Equation 2.34 takes only electrostatic considerations into account. In practice K is
an empirical parameter.

2.5.5 Satellites

During the photoemission process the atom has N — 1 electrons. There is an
interaction between this relaxed states and the photoelectron. Because of this inter-
action, in addition to the main line, other lines (so—called satellites) appear in the
XPS spectra. Satellites which are due to interatomic excitations are called extrinsic
satellites. Intrinsic satellites originate from intraatomic relaxations.

During the photoemission process a second electron of the atom can be excited
to higher energy levels bound to this atom. This is called a shake-up process. If the
second electron is released into the continuum this is called a shake-off process.

For many transition metal oxides additional peaks appear because of charge trans-
fer. These charge transfer satellites are due to a transfer of one electron from the
ligand 2p to the metal 3d shell: 3d"L — 3d"*'L~!. For this transfer the energy A
(see equation 2.35) is required.

A=FE@3d""L™) - E(3d"L) . (2.35)

2.5.6 Auger Electrons

After the photoemission process, a hole in the core level is left behind. An electron
with lower binding energy can decay in this hole by exciting another electron into the
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continuum. This second photoelectron is called Auger electron. It has a lower kinetic
energy than the first photoelectron, whereby the kinetic energy of the Auger electron
is independent of the incoming photon energy and, instead, is determined exclusively
by a differences between the involved electronic states. The timescale of this two—
electron process is in the range of 1071* seconds (Auger, 1925). Equation 2.36 gives
the approximated kinetic energy of the Auger electron. Relaxation effects and the
reconfiguration of the excited state are not taken into account.

E(KLiLys) =~ BE(K) — E(L;) — E(Lys) — @ . (2.36)

The Auger electrons are labelled like (XY7Z) after the shell the first photoelectron
was removed from (X), the shell an electron is decaying from (Y) and the shell in
which the Auger electron was before its excitation (Z). For example an Auger electron
is called K L; Loz when an electron of the K shell (1s level) was removed, an electron
of the Ly (2s) level recombines with the hole in the K shell and the secondly excited
electron comes from the Log (2p1/2 or 2ps3/2) level.

The Auger lines appear in the XPS measurements and can make the interpreta-
tion of the photoelectron peaks more difficult. This difficulty can be resolved by using
different excitation energies (e.g. Al K, and Mg K, ), because the kinetic energy of
photoelectrons only, and not of Auger electrons, changes with the excitation energy.
Hence one can identify the hindering Auger lines overlapping with the XPS binding
energy spectrum. With the right choice of x-ray source, one can get rid of hindering
Auger lines.

2.6 Experimental Details

2.6.1 The Photoelectron Spectrometer PHI 5600ci

The XPS measurements of the present work were performed with a PHI 5600ci
multitechnique spectrometer produced by the Perkin Elmer Cooperation. In the
figure 2.11 a schematic diagram of the PHI 5600ci multitechnique spectrometer is
shown. Furthermore a preparation chamber is necessary for experiments with in situ
prepared samples. This chamber was made by the fine mechanical workshop of the
department of physics. In the preparation chamber one can integrate a wobblestick
equipped with a diamond file in order to clean the samples. Alternatively one can
cleave the samples in the vacuum. This allows measurements on very clean surfaces
which is necessary because XPS is a surface sensitive technique and the samples
should not be contaminated with particles. Another point is that the ultra high
vacuum (UHYV) is required so that the electrons are not scattered on their way from
the sample to the analyser. The vacuum is achieved by rotation pumps down to a
pressure at which turbomolecular pumps can work, resulting in the pressure of about
1x10~% mbar. For better vacuum conditions, 1x 10~ mbar, an ion getter pump and a
titanium sublimation pump are used. Beside scraping and fracturing there is another
method to get clean surfaces. One can sputter the samples in the mainchamber with
an ion gun. The maximum acceleration voltage is 4.5 kV. Usually argon ions are
used for the sputtering. It is important to know that sputtering is a good method to
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Figure 2.11: Schematic diagram of the PHI 5600ci multitechnique spectrometer.

clean metallic surfaces, but the structure of many compounds, especially oxides, can
be damaged very easily. Already a short time of sputtering with a low acceleration
voltage can cause surface damages which falsify the measurements: chemical bondings
get broken and the stoichiometry on the surface may change. With an electron gun
one can flood the sample with electrons, which can be tuned in kinetic energy and
amount. This device allows the investigation of isolating samples by reducing charges
at the surface.

There are two x-ray excitation sources. First there is a dual Mg/Al x-ray anode.
For the Al K, and the Mg K, the radiation energies are 1486.6 eV and 1253.6 eV
and the half widths for the unmonochromatized radiation are 0.85 eV and 0.7 eV,
respectively. K, radiation means that the emitted x-rays arise from the transition
of an electron from the L shell to a hole in the K shell which was created during a
photoemission process. The second excitation source is a single Al K, anode which
is used for most of the measurements. This K, radiation is monochromatized with a
quartz crystal to a half width of 0.3 eV, the monochromatization being achieved on
the basis of the Bragg equation nA = 2dsinf. Monochromator, source and sample
are placed on a Rowland circle. The Rowland circle has half of the diameter of the
grating circle, whereby the center of the grating circle and the grating itself are placed
on the Rowland circle. In order to align the compound in question into the focus of
the x-ray source, the sample and the grating should be arranged on the Rowland
circle. The photo electrons are analysed by an 11-inch hemispherical analyser. The
electrons are focused by an electronic lens system, then the kinetic energy of the
electrons is reduced to the pass energy I, to guarantee a constant absolute resolution
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for the whole spectrum. In the constant analyser transmission (CAT) mode only
electrons with the energy E, = AE can pass the analyser. AE indicates the absolute
resolution: a smaller pass energy means a better absolute resolution of the spectrum,
but the intensity of the signal is reduced.

2.6.2 Synchrotron Radiation

In order to perform XAS, XES, and RXES experiments one needs high intensity
tuneable x-ray sources. NXES experiments may also be performed by using strong
electron excitation sources, the x-rays created by the Bremsstrahlung are character-
istic for the anode material, and the emission from the sample may be analysed by
different types of crystal monochromators and multichannel detectors. However, this
technique is limited by the fact that the major part of the kinetic energy of the ex-
citing electrons is dissipated as heat rather than x-ray photon flux. State of the art
XAS and (R)XES are usually performed with the high brilliant and tuneable light
produced at synchrotron radiation facilities (Attwood, 1999).

Storage ring
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Figure 2.12: Schematic plot of a storage ring with different insertion devices: a bending
magnet and an undulator.

2.6.3 Storage Ring and Insertion Devices

Synchrotron radiation is produced by accelerating electrons to almost the speed of
light, because at relativistic velocities charged particles emit electromagnetic radiation
in form of a narrow intense cone tangentially to the path of the particles. The electrons
with nearly speed of light are forced by a series of magnets into a circular path in
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the so called storage ring. The energy loss of the electrons, which is due to the
emitted radiation, can be compensated by using an oscillating electric field in a radio
frequency cavity, which is placed on the circle of the storage ring. This device is
also forming bunches of electrons. Different types of magnet structures are available
to bend the electron beam and subsequently to deviate the synchrotron radiation
into the beamlines and experiments which are tangentially placed to the storage ring.
The two most common insertion devices are the bending magnets and the undulators.
Figure 2.12 shows a schematic plot of a storage ring and the two different types of
insertion devices.

A dipole bending magnet simply bends the electrons in a single curved trajectory,
whereby a rather narrow cone of radiation is produced. Its spectrum is continuous
over a wide energy range, e.g. 100-1000 eV. In contrast to that, an undulator comprises
alternating strong permanent magnets of opposite polarity. The electrons oscillate
through this periodic magnetic structure, and at each pole coherent x-ray pulses are
emitted by the oscillating electrons, which leads to constructive interference. The
overall emitted radiation is a very intense and narrow cone with small angular and
spectral widths (the latter usually ranging over a region of a few electron volts). Thus,
the undulator spectrum consists of sharp peaks, called harmonics. The desired energy
for the experiment can be chosen by varying the magnetic field strength between the
poles. This is realized by changing the distance, or gap, between the upper and lower
row of permanent magnets. Such a setup of an upper and lower row of permanent
magnets leads to an almost 100% linearly and horizontally polarization. In order to
perform experiments in dependence of the polarized radiation, especially if circular
polarized radiation is required, a combination of two undulators can be applied.

In contrast to a standard planar undulator, the so called APPLE-type elliptical
polarizing insertion device comprises horizontally separated magnet rows (see fig-
ure 2.13). The shifting of these rows produces a helical field at the position of the
electron beam, causing an elliptical or circular trajectory. Consequently, elliptically
or circularly polarized radiation is emitted. To change the polarization while staying
at a fixed photon energy, both gap and shift have to be varied.

2.6.4 Beamline and Endstation

After the radiation has been generated by the insertion device, it has to be guided
to the experiment. Firstly the desired excitation energy has to be chosen. In case of an
undulator this is already done by choosing the right gap, but further monochromati-
zation is achieved by using a series of high precision optical elements, like monochro-
mators. In order to reflect the x-rays, these gratings have to be aligned in very
grazing incidence angles. For the XAS and (R)XES experiments performed in this
work, two different types of x-ray monochromators have been used, the plane grating
monochromator (PGM) and the spherical grating monochromator (SGM) (Peatman,
1997). The monochromator of a beamline is usually followed by a further exit slit
and a refocusing unit which focuses the incoming light onto the sample surface. In
figure 2.14 a typical beamline layout is presented.
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Figure 2.13: Schematic drawing of an APPLE insertion device at different settings. Upper
panel: linear mode without shift (linearly horizontally polarised light). Middle panel: cir-
cular mode. The shift (\/4) is set to the position with equal amplitudes of the horizontal
and vertical magnetic fields (quarter period of the magnetic structure). Lower panel: linear
mode with shift set to half period (A/2) (linearly vertically polarised light) of the magnetic
structure. Adapted from (www.hmi.de/bereiche/SF/SF2/arbeitsg/bessy/sf204ab.html).
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Figure 2.14: Typical example of an undulator beamline layout: the beamline 8.0.1 at the
Advanced Light Source (ALS) at the Lawrence Berkeley Lab, Berkeley, USA.

During this work, several synchrotron facilities with different beamlines and end-
station were visited. At the synchrotron facility Advanced Light Source (ALS), Berke-
ley, the beamlines 4.0.2 (http://www-als.lbl.gov/als/techspecs/bl4.0.2.html) and 8.0.1
(http://www-als.lbl.gov/als/techspecs/bl8.0.1.html) were used. The Soft X-ray Fluo-
rescence (SXF) of the University of Tennessee in Knoxville and the Tulane University
in New Orleans (Jia et al., 1995) endstation of beamline 8.0.1 provides the R(XES)
and XAS techniques with horizontally polarized light with excitation energies in the
range from 65 eV to 1400 eV produced by an 50 mm period length undulator via
a spherical 925 lines mm grating monochromator. Very special is the possibility to
measure the absorption with an channeltron in Total Fluorescence Yield (TFY) ad-
ditionally to the sample current measurement in Total Electron Yield (TEY). The
emission is measured by four interchangeable gratings which are in a Rowland geom-
etry with a multichannel plate detector. The spectral resolution of F/AFE is set to
around 1000-3000 by the entrance and exit slits around the grating.

The Beamline 4.0.2 (Young et al., 2002) at the ALS has two interchangeable
endstations and is based on a 50 mm period elliptical polarization undulator (EPU5)
which produces linear polarized light continuously variable from horizontal to vertical
and light in left and right circular or elliptical polarization in the energy range of 50
to 1900 eV. One endstation comprises a fluid helium cooled cryostat which can reach
very low temperatures of around 2 K. This endstation provides XAS and XMCD
techniques in TEY at relatively high magnetic fields of up to 6 T. TFY is also possible
with a grating spectrometer. The other endstation provides also XAS and XMCD
techniques, but in addition the XMLD technique as well. The latter becomes possible
thanks to an octopole resistive magnet which can create a magnetic field of 0.8 T
tuneable in every spatial direction (Arenholz and Prestemon, 2005).
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La;_,Sr,MnO;

3.1 Introduction

Hole doped manganese oxides with the perovskite structure and formula unit
RE:_,A,MnO3, where RE and A denote a trivalent rare earth atom and a divalent
atom, respectively, display a remarkably rich phase diagram (see figrue 1.2 section 1.1)
as a function of temperature, magnetic field and doping that is due to the complex
interplay of charge, spin, orbital and lattice degrees of freedom. This competition of
different phases on the nanoscale has been the subject of many studies during the last
decade (Millis, 1998; Salamon and Jaime, 2001; Chuang et al., 2001). The variety
of properties is often due to different behaviour of 3d electrons, which may be more
or less localized, giving rise to intraatomic correlation effects of varying strength.
Moreover they may either experience the orbital degeneracy compatible with a given
crystal space group or lift this degeneracy, due to the Jahn-Teller distortion. These
types of behaviour are to a large extent mediated by Mn 3d — O 2p hybridization,
thus establishing a link to the chemistry of the compound in question. In a cubic
crystal the Jahn-Teller distortion leads to a lowering of the symmetry and thus a
splitting of the e, level. Its occupation, influenced by doping and energetic position,
strongly influences the hybridization between the Mn 3d and the O 2p states, which
is crucial for understanding the family of colossal magnetoresistance compounds. In
the last few years, studies of these compounds were stimulated by the discovery of
colossal magnetoresistance (CMR), a huge negative change in the electrical resistance
induced by an applied magnetic field (von Helmolt et al., 1993; Jin et al., 1994). This
behaviour has been associated with half metallic ferromagnetism, meaning that one
spin channel is metallic while the other is insulating (Pickett and Moodera, 2001;
Park et al., 1998). The spin polarized Mn 3d electrons are the charge carriers.

A number of spectroscopic techniques, mostly x-ray photoelectron spectroscopy
(XPS) and x-ray absorption spectroscopy (XAS) have been applied to La;_, A, MnOj
with A=Ca,Sr (Park et al., 1996; Saitoh et al., 1995). The band structure of LaMnOs3
and La; A, MnO3 (A=Ca,Sr,Ba) has been also studied theoretically by several lo-
cal spin density approximation (LSDA) studies (Saitoh et al., 1995; Hamada et al.,
1995; Youn and Min, 1997; Ravindran et al., 2002). The long-standing double ex-
change (DE) model provides a qualitatively correct description of the CMR effect
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and is commonly adopted as the main ingredient to explain the physics of the man-
ganites (Zener, 1951). However, it has been pointed out that the DE model alone
cannot quantitatively account for the observed large magnetoresistance (Millis et al.,
1995, 1996). Omne author comes to the conclusion that the stabilization of the cu-
bic phase is more important for ferromagnetism in hole doped compounds than the
double exchange mechanism (Ravindran et al., 2002). Several theoretical and exper-
imental results suggest that more complex mechanisms such as short range ordered
Jahn-Teller distortions (JTD) in the local environment of the magnetic atom, with
resulting electron localization and polaron formation (Millis et al., 1995, 1996; De
Teresa et al., 1997; Booth et al., 1998; Louca et al., 1997), charge and orbital or-
dering (Murakami et al., 1998a,b) and phase separation (Moreo et al., 1999; Mathur
and Littlewood, 2003), are needed to quantitatively explain the properties of these
materials.

3.2 Experimental Details

The La;_,Sr,MnOj3 (z = 0.125, 0.17 and 0.36) single crystals were grown at the
Moscow State Steel and Alloys Institute, Russia, in the floating zone method. The
structural quality and single phase nature were probed with x-ray diffraction (XRD).

The magnetization data were measured by M. Uhlarz of Forschungszentrum
Dresden-Rossendorf by means of a Superconducting Quantum Interference Device
(SQUID). The single crystals were measured along the crystallographic ¢ direction.
The measurements were performed field dependent at different temperatures from
1.8 K to 300 K.

The x-ray magnetic circular dichroism (XMCD) spectra were recorded at the
beamline 4.0.2 at the ALS at the endstation with the octopole magnet (see sec-
tion 2.6.4). The samples were cooled with liquid nitrogen. The magnetic field was
constant at 0.7 T. The spectra were measured in TEY and in normal incidence along
the crystallographic ¢ axis of the samples.

3.3 Magnetometry

In the top panel of figure 3.1 the results for Lag g75910.1205MnQO3 are presented. For
temperatures of 150 K and below a steep decrease of the magnetization from 0 T to
~0.4 T (M=2.75 pp/fu.) appears. The saturation magnetization of ~3.3 pp/f.u.
at 1.8 K is reached at a field of approximately 2 T. For temperatures of 200 K and
above the magnetization is much smaller and the saturation is not reached even at
magnetic fields of 5 T.

In the second panel of figure 3.1 the results for Lag g3Srg.17MnQO3 are plotted. The
increase of magnetization until 0.4 T at 1.8 K is steeper than for Lagg75510.125MnO3
and the magnetization is 3.4 ug/f.u.. The saturation magnetization of ~3.6up/f.u.
is reached at 5 T. Even at room temperature higher magnetic moments (~2up/f.u.)
can be reached than for the Lag g75510.12sMnO3 sample.

The results for Lag 6451 36 MnO3 in the lowest panel in figure 3.1 show the steepest
increase of magnetization with the applied field until 0.4 T and at 1.8 K with a value
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Figure 3.1: Magnetization measurements by means of SQUID of Lag g755r0.12sMnO3 (up-
per panel), LaggsSrg17MnOs (middle panel) and Lagg4Srg36MnOs (lower panel) single
crystals. The magnetic field was tuned from —5 to 5 T. All samples were measured at the
temperatures 1.8 K, 4.2 K, 30 K, 100 K, 150 K, 200 K, 250 K and 300 K.



48 Lal_xSI'anO;;

of ~3.4 ug/f.u., while the saturation magnetization is 3.5 pup/f.u.. Even at room
temperature a relatively high saturation magnetization of ~2.5ug/f.u. is reached
with magnetic fields of 0.4 T.

In table 3.1 the total magnetic moment from SQUID measurements are presented
at different temperatures and applied magnetic fields. In the first column the temper-
ature and the applied magnetic field are most likely to the experimental parameters
for the XMCD measurements from section 3.4, in the second column the maximal
moment for lowest temperature and highest applied magnetic field are shown. In the
last column the formal magnetic moment calculated in the assumption of La®", Sr?*
and O?~ formal charges and the maximal possible magnetization within the resulting
Mn 3d configuration, is presented for comparison with experimental results.

Table 3.1: Total magnetic moments from SQUID measurements of La;_,Sr,MnO3 com-
pounds at different temperatures and applied magnetic fields. In the last column the theo-
retical magnetic moment from the formal valence state of manganese ions is presented.

magnetic moment (upg/f.u.)
(T=100 K, B=0.8 T) (T'=1.8K, B=5.0T) formal moment

La0,875Sr0,125Mn03 3.06 3.31 3.875
Lao‘838r0.17MH03 3.37 3.57 3.83
La0.64Sr0,36Mn03 3.38 3.53 3.64

3.4 XMCD and Multiplet Calculations

In this section the x-ray magnetic circular dichroism (XMCD) spectra are pre-
sented. With help of this technique and corresponding sum rules (see section 2.3.2)
one can determine element specific spin and orbital magnetic moments. The exper-
iments are compared with charge transfer multiplet calculations, in order to get an
impression of the value of charge transfer in the La;_,Sr,MnO3 compounds.

Table 3.2: Parameters for the charge transfer multiplet calculations at the L-edge of Mn
in Dy, symmetry.

crystal field splitting Dy, splitting charge transfer
10Dq Ds Dt 44+—3+ 3+—2+
1.4 eV 0.01 eV —0.01eV  47.7% 29.0%

In the figures 3.2, 3.3 and 3.4, the XMCD results at a temperature of 80 K
and an applied magnetic field of 0.7 T of Laggr5Srg.105MnQO3, LaggsSrg17MnO3 and
Lag 64510.36MnOg3, respectively, are presented in comparison with charge transfer mul-
tiplet calculations. Jahn-Teller distorted octahedral symmetry (Dy,) was used for
the calculations. It should be noted that the negative Dt value corresponds to a
compression of the octahedra in c¢ direction. A detailed theoretical investigation of
crystal field distorted electronic structures is given by Moffit and Ballhausen (1956).
The parameters for the calculations are summarized in table 3.2. For all samples the
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Figure 3.2: XMCD spectra of Lag g75510.12s MnO3 with 0.7 T applied magnetic field at 80 K
in comparison with charge transfer multiplet calculations.

same parameters were used because of the very similar shape of the XMCD spectra,
but the weights of the Mn®* and Mn** within the calculations corresponds to the
formal Mn valence derived from the amount of Sr doping. Charge transfer amounts
of 47.7% and 29.0% for Mn?™ and Mn?3*, respectively (see table 3.2) gave the best
result in comparison with the experiment.

The XMCD spectra comprise the Mn Ls-edge at ~643 eV and the Lo-edge at
~654 eV. The Ls-edge main feature at 642.5 eV has two shoulders to lower photon
energy (641.5 eV and 640.5 eV). To higher photon energy a broad shoulder is present
(~645 eV). The main feature of the Lo-edge at 653.0 eV has one shoulder at 654.0 eV
and another at 541.5 eV. A very small shoulder appears at 650.5 eV. This structure
is very similar for all three samples, but the intensities are slightly different. The
feature at 654.0 eV is higher for the sample with x = 0.125 than for the sample with
x = 0.36. The shoulder at 640.5 eV is slightly bigger for the sample with = = 0.36
than for the other two.

The calculations generally are in very good agreement with the experiments, yet
some notable differences remain. In the right handed circularly polarized spectra, the
peak at 653.5 eV at the Mn Ls-edge is underestimated for all samples. This leads to a
too small dip at ~653 eV in the calculated XMCD spectra. The small prepeak of the
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Figure 3.4: XMCD spectra of Lag g4Srg.36MnOg with 0.7 T applied magnetic field at 80 K
in comparison with charge transfer multiplet calculations.

calculated Mn Ls-edge at 650 eV is hardly visible in the experiments. The prepeak
structure of the Mn Lz-edge at 641 eV is not completely rendered by the calculation.
The different mixing of Mn valence states has more influence on the structure in the
calculations than in the experiment. Despite these differences, the calculation give
a hint to some structural and electronic properties. The in the calculation included
crystal field (1.4 eV) and Jahn-Teller distortion (Dt=-0.01 eV, Ds=0.01 e¢V) and the
charge transfer amount (Mn**: 47.7%, Mn3": 29.0%) give the best agreement with
the experiment.

For Lagg75510.105MnO3 a series of XMCD spectra was measured with different
temperatures from 80 K to 300 K. The applied magnetic field was 0.7 T during the
whole experiment. The dichroic signals of the series are plotted in figure 3.5. From
180 K on, the dichroism becomes rapidly smaller and is nearly vanishing at 220 K.
The shape of the dichroic signal is not changing. In table 3.3 the spin and orbital
magnetic moments extracted from the sum rules (see section 2.3.2) are summarized for
all samples. The orbital magnetic moments are very small in the whole temperature
range, but do not vanish completely.
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Figure 3.5: XMCD signals of Lagg755r0.125MnO3 with 0.7 T applied magnetic field at
various temperatures from 80 K to 300 K.

Table 3.3: Spin and orbital magnetic moment of Laj_,Sr,MnQO3 at various temperatures
and at 0.7 T applied magnetic field, as extracted from XMCD spectra.

temperature (K)  mgpin (t5) Mors (1B)

La0‘64Sr0‘36M1103 80 1.91 0.03

Lao.838r0.17MH03 80 2.21 0.02

Lag g75910.125 MnO3 80 1.82 -0.019
140 1.54 -0.023
150 1.50 -0.003
160 1.38 0.011
180 0.91 0.034
200 0.36 0.011
220 0.18 0.003
250 0.08 0.006

300 0.05 0.019
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3.5 Discussion

In figure 3.6 the magnetometry data is compared with the magnetic moments at
the Mn atoms determined by XMCD and the sum rules. The magnetic spin moment
determined by XMCD has to be multiplied with the factor found by Teramura et al.
(1996) to get an excellent agreement between both methods. This factor for Mn
L-edge XMCD is used successfully in literature to achieve the magnetic moment in a
Mn-based magnetic molecule (Khanra et al., 2008). The factors for Mn** and Mn?*
are 0.68 and 0.587, respectively. We have approximated the factor for Mn3* as a linear
combination of the factors for 2+ and 44. This correction deals with the mixing of
L3 and Ls-edges due to a too small energy separation between them. This effect
becomes more important for earlier transition metal ions (Cr,Mn,Fe) and is smaller
for later transition metals (Co, Ni, Cu). We have also taken into account the charge
transfer for Mn?* and Mn3* as used in the multiplet calculations in section 3.4.

In the top panel of figure 3.6 the magnetization of Lagg755r0.125MnO3 is shown
for temperatures from 1.8 K to 300 K at 0.7 T and at 5 T. The magnetic moment at
the Mn atoms determined from XCMD at temperatures from 80 K to 300 K at 0.7 T
is also presented for comparison. With the corrections mentioned above, a perfect
agreement between magnetometry and XMCD could be achieved. The Curie temper-
ature Tc=188 K determined by Dabrowski et al. (1999) is also in agreement with our
results. The comparison between magnetometry and XMCD at 80 K and 0.7 T for
Lagg3S1r0.17MnO3 and Lagg4S10.36MnO3 is presented in figure 3.6 in the middle and
bottom panel, respectively. Here also a very good agreement was achieved between
magnetometry and XMCD by the corrections mentioned above. The Curie temper-
ature of Lagg3Srg17MnO; is T =280 K (Dabrowski et al., 1999), but our measure-
ments have a too short temperature range to determine the transition temperature.
For higher Sr doping the Curie temperature is increasing and is for Lag7Srg3MnOg3
already at Tc=365 K (Mannella et al., 2008). Therefore the transition temperature
is out of range of our measurements for Lag g4S19.36MnOs3.

The maximal magnetization is 3.31 pp/f.u. for our La;_,Sr,MnO3 samples at a
temperature of 1.8 K and an applied field of 5.0 T with Sr doping of x = 0.125. This
value seems to be too small in comparison with theoretical value for a completely
ferromagnetic orientation of the spins, which gives 3.875 pg/f.u. with 12.5% Mn*t
(3 pup) and 87.5% Mn®** (4 ug). For z = 0.17 we found for the same conditions
3.57 up/fu. which is bigger than for # = 0.125, but again smaller than the theoret-
ical value of 3.83 pp/f.u.. For x = 0.36 the experiment is with 3.53 up/f.u. much
closer to the theory with 3.64 pup/f.u.. The too small values could be explained with
a too high oxygen content which leads to lower magnetic moments (Bukowski et al.,
2000), but also to a change of the Curie temperature. With 3.1 oxygen atoms/f.u.
and ~3.6 up/Mn Bukowski et al. found Ty decreasing by more than 20 K for a
sample with x = 0.185. In the case of our sample with z = 0.17 we would achieve a
transition temperature T <260 K, which would be observed by our magnetization
measurements (see figure 3.6 middle panel). Another explanation is given by Pinsard
et al. (1997) finding a spin canting in a sample with = 0.125 by means of neutron
powder diffraction. This effect is explained with a strong coupling of Jahn-Teller dis-
tortion, ferromagnetic ordering and transport properties. For bigger Sr concentration
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Lag g3Srp.17MnOs3 (middle panel) and Lag 4510 36 MnOs3 (lower panel) determined by SQUID
and XMCD. The XMCD results were corrected as found by Teramura et al. (1996).
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the Jahn-Teller distortion becomes smaller and the difference of the magnetization to
the theoretical completely ferromagnetic ordered magnetization disappears. Such a
spin canting was also observed by neutron powder diffraction by Xiong et al. (1999)
in this Sr concentration range. They found the angle between spin and c-axis for
x = 0.11 to be ~77°. For x = 0.165 an angle of ~40° and for x = 0.185 an angle
of ~15° were determined. Our samples with low Sr concentration are in the range
of the coupling between structural and magnetic properties (0.11< z <0.185) and
the canted spin configuration leads to lower magnetizations than expected for a com-
pletely ferromagnetic spin orientation aligned parallel to the applied magnetic field.
The resulting spin canting in our samples is ~31° for x = 0.125 and ~21° for x = 0.17.
The angles from our results are somewhat smaller than those determined by neutron
powder diffraction. This is due to the applied magnetic field in our measurements
which aligns the magnetic moment in the direction of the magnetic field.

For La;_,Sr,MnO3 with z = 0.3 to 0.4 Mannella et al. (2008) found a ~200 K
wide temperature hysteresis centered at To of the local magnetic moment of the
Mn ions. The low temperature magnetic moment at Mn is determined to ~3 up
and at high temperatures ~4 pp were found from the 3s splitting of photoemission
spectra. The localization of the Mn e, electron takes place in the rhombohedral
phase above the Curie temperature. This was also found by LSDA calculations of
Banach and Temmerman (2004) and was mentioned in other publications for different
Sr concentration (Kawano et al., 1996; Dabrowski et al., 1999). In contradiction
to these results, our XMCD experiment for the LSMO samples shows a local Mn
moment. Especially for the sample with Sr doping z = 0.36 the local Mn moment
is ~3.5 pp/fu. at 80 K. This is in direct contradiction to a delocalization of Mn e,
electron. This can be explained if one keeps in mind the essential differences of these
experiments. On the one hand, the 3s splitting is not correlated with magnetization
of the sample, but with the local spin configuration of the Fe ions. That means
that the localization of e, electrons at temperatures above T cannot be observed by
XMCD and magnetometry due to the missing magnetization. On the other hand, the
magnetic field which is applied during the XMCD experiment is not present in the
XPS experiment. Therefore the magnetic field is the reason for the localization of the
Mn e, electron. This might play a key role in the CMR effect where the magnetic
field leads to a better conductivity. This can be understood as the hole conductivity
is disturbed by the delocalization of e, electrons. The magnetic field localizes the
e, electrons and more hole charge carriers are available. The big influence of the
magnetic field agrees with the finding of Asamitsu et al. (1995) where for a sample
with z = 0.17 the transition from the orthorhombic to the rhombohedral structure
was induced by a magnetic field. This shows the influence of magnetic fields and hence
the strong coupling between spin, charge and structural properties. The shift of T
with magnetic fields agrees also with magnetization measurements in figure 3.6 where
for the samples with x = 0.125 and 0.17 the magnetic transition is shifted to higher
temperatures with the applied magnetic field. This difference is most significant for
the magnetization curves for x = 0.125 with 0.7 T and 5 T.

In figure 3.7 the phase diagram of LSMO, which is already presented in section 1.1
in figure 1.2, is compared with the orbital moments of Mn ions determined from
XMCD measurements at 0.7 T applied magnetic field. The change of the orbital
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moment corresponds to the structural transitions. In the orthorhombic phase with
small coherent Jahn-Teller distortion (JTD) O* the orbital moment is 0.019 pp/f.u.
and 0.02 pp/f.u. for x = 0.125 and 0.17, respectively. For x = 0.125 in the structural
phase with large coherent JTD O’ from 275 to 188 K, the orbital moment changes
from 0.006 pp/fu. at 250 K via 0.003 up/fu. at 220 K to 0.011 pp/f.u. at 200 K.
Close to the Curie temperature To=188 K, the largest orbital moment of 0.034 up/f.u.
is found. In the phase O™ where the coherent JTD is suppressed, this large orbital
moment decreases via 0.011 pp/fu. to nearly zero (—0.003 up/f.u. at 150 K) at the
charge ordering transition temperature of 144 K. In the charge ordered phase below
145 K the orbital moment is —0.023 up/f.u. for 140 K and —0.019 pp/fu. for 80 K
which seems to be relatively constant. The transition from positive to negative orbital
moment (150 K) for x = 0.125 seems to be slightly shifted to higher temperatures
while the related transition temperature is at 145 K. The same case is found for
the z = 0.17 sample where the orbital moment of 0.02 ug/fu. at 80 K slightly
below the transition temperature of 90 K is comparable with the orbital moment
for x = 0.125 above this transition temperature where the structural phase O* is
present. This small shift of the transition temperature of the sample with x = 0.17
can be explained with the results of Asamitsu et al. (1995) mentioned above where
the transition temperature from rhombohedral to orthorhombic changes drastically
with an applied field for such a sample.

It should be noted that the determined orbital moments are very small in compar-
ison to orbital moments found in Ni clusters of three atoms where an orbital moment
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of 0.47 up is present (Guirado-Lépez et al., 2003). Here bigger clusters lead to smaller
orbital moments because a more bulk like behaviour leads to quenching of the orbital
moment. A bigger orbital moment of 0.76 up/f.u. is found in the present work in a
LuFe; Oy single crystal (see section 5.4.3).
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Figure 3.8: Total magnetic moment and Mn spin magnetic moment (top panel) and orbital
magnetic moment (middle panel) and lattice parameter from Pinsard et al. (1997) (bottom
panel) of La0.875Sr0.125Mn03.

For a more detailed insight in the ordering of the Lagg75510.1205MnQO3, the spin
and orbital magnetic moment at the Mn site, the total magnetic moment and the
lattice parameter from Pinsard et al. (1997) are compared in figure 3.8 on a temper-
ature scale. In this figure three transition temperatures are marked. From 145 K
to 188 K the structural transition from the ferromagnetic O™ to the paramagnetic
O’ phase occurs. During this transition the orbital magnetic moment changes from
~ —0.02 pp/fu. at 145 K to ~0.04 pp/fu. at 188 K. Remarkable is that the O™
structure has a negative orbital moment which is approximately the half of the pos-
itive moment at 188 K where the O’ phase is present. This is due to the structural
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changes and indicates the occupation of different orbitals with different orbital quan-
tum number m;. Which orbitals are occupied in the different structural phases cannot
be interpreted exactly because the quantitative value of the orbital moment is not
very reliable due to quenching. Fact is that below 145 K another orbital ordering is
present than above 145 K. The structural change from 145 K to 188 K (7¢) is seen
in the lattice parameters and corresponds directly to the orbital moment. Li et al.
(2009) found anomalies corresponding to the change of sign of the orbital moment.
They observed a change of sign of the orthorhombic strain in the b — ¢ plane at the
transition temperatures. Furthermore, in the range from 188 K to 275 K the coop-
erative Jahn—Teller distortion takes place. This leads to a reduction of the orbital
moment. The results of Khomskii and Kugel (2003) give an explanation for the reduc-
tion in a cooperative JTD phase because they introduced that e, orbitals which are
placed in elongated or contracted octahedra away from the z—axis can be described

by a combination of the d,» and the d,2_,2 orbitals as described by equation 3.1:

©) = cos0/2[2*) +sin0/2 |2* — ). (3.1)

In this formula the mixing of two orbital states is described by the angle ©, which
changes the sign of d,2_,2 state and therefore the orbital quantum number for different
ordering can change the sign. The d.2 state does not influence the orbital quantum
number because for this state m; = 0. For a perfectly coherent ordered phase, the
corresponding orbital quantum numbers cancel out each other that leads to the re-
duction of the orbital moment in this phase. This is the case in the temperature
range from 188 K to 275 K. Above this phase the orbital moment is growing because
the cooperative JTD becomes small.

The achieved orbital moments are in agreement with the magnetization measure-
ments of Dabrowski et al. (1999) for LSMO with = 0.12 and 0.13 (see figure 3.9)
showing for small applied magnetic fields of 20 Oe a decrease of magnetization at the
charge ordering temperature (145 K for x = 0.125). After this decrease the low field
magnetization is increasing again and a kink in high field magnetization measurements
was mentioned by Xiong et al. (1999) which is explained by a magnetic transition.
This transition can be interpreted as ferromagnetic coupling of the Mn** hole at low
temperature and antiferromagnetic coupling of the hole at 145 K. This is in agreement
with magnetization measurements in figure 3.6 where an increase from ~2.4 ug/f.u.
at 150 K to ~3.1 up/fu. at 1.8 K is observed. Here for each Mn** with the magnetic
moment of 3 up, seven Mn®" with 4 pp are present. The formally resulting spin
moment makes 7 x 4 + 3 = 31 up for ferromagnetic coupling and 7 x 4 — 3 = 25 up
for the antiferromagnetic one. As discussed before, the canting of spins reduces the
total spin moment, but the ratio of 31:25 can be found if one compares the 1.8 K
and the 150 K magnetization: 3.1 pp/f.u.x25/31 =2.5 pug/fux~~2.4 pug/fau.. The
somewhat smaller than expected spin moment at 145 K is due to the onset of the para-
magnetic phase. The reduction of antiferromagnetic orbital ordering with decreasing
temperature below 145 K in LagggSrp12MnO3 was suggested before by Endoh et al.
(1999).

In figure 3.9 the low magnetic field magnetization versus temperature curves for
x = 0.12 and 0.13 from Dabrowski et al. (1999) are compared with the orbital mo-
ments determined from XMCD for z = 0.125. The modulation of the magnetization
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Figure 3.9: Total magnetic moment measured at low magnetic field by Dabrowski et al.
(1999) (left axis) and orbital magnetic moment (right axis) of La;_,Sr;MnOg3 with z close
to 0.125.

curve around T corresponds to the orbital moment while around T the decreasing
spin magnetization is covering the modulation.

3.6 Conclusions

The comparison of SQUID measurements with XMCD results proves the appli-
cability of the factor for the spin magnetic moment found by Teramura et al. (1996)
and the influence of charge transfer. The multiplet calculations gave the best agree-
ment with XMCD spectra with charge transfer of 47.7% for Mn*t and 29.0% for
Mn?*. For the samples with = 0.125 and x = 0.17, a canted spin found by neu-
tron powder diffraction (Pinsard et al., 1997; Xiong et al., 1999) is in agreement
with the magnetometry and XMCD results. The perfect agreement of the magnetic
moment measured by SQUID and that determined from XMCD for the single crys-
talline samples of La;_,Sr,MnO3 (x = 0.125, 0.17 and 0.36) proves that the magnetic
moment is completely localized at the Mn ions at the temperature of 80 K. For
Lag g75510.125MnO3, the above statement is moreover valid in the temperature range
from 80 K to 300 K. In contrast to this result, Mannella et al. (2008) suggest for
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samples with © = 0.3 to 0.4 that below Tx (>300 K) the Mn 2p e, electrons are
delocalized and do not contribute to the Mn 3s splitting which gives a local mag-
netic moment at the Mn sites of 3 pp/f.u.. On the one hand, the 3s splitting is not
correlated with magnetization of the sample, but with the local spin configuration of
the Fe ions. That means that the localization of e, electrons at temperatures above
To cannot be observed by XMCD and magnetometry due to the missing magneti-
zation. On the other hand, this contradiction can be explained by the fact that the
magnetic field is present for XMCD measurements and influences the delocalization
of the e, electrons. This big influence can explain the decreasing resistance with the
applied magnetic field, because the localization of the e, electrons leads to better hole
conductivity.

For x = 0.125, the orbital magnetic moment determined from XMCD corresponds
to the structural change which is visible in the lattice parameters (Dabrowski et al.,
1999). The change of sign of the orbital moment indicates the occupation of different
orbitals in different structural phases. Corresponding to that, Li et al. (2009) ob-
served a change of sign of the orthorhombic strain in the b — ¢ plane at the transition
temperatures. In the temperature range from 188 K to 275 K where a coherent Jahn—
Teller distortion takes place, the orbital moment is reduced. This is explained by the
opposite sign of the orbital quantum numbers of the e, orbitals which are different ori-
entated in the crystal lattice. In magnetization versus temperature curves measured
at low magnetic fields for x~ 0.125 (Dabrowski et al., 1999) anomalies are present at
structural transition temperatures. These anomalies can be identified as the orbital
magnetic moment which is superimposed on the spin moment. The changes around
the charge ordering temperature are interpreted as direct influence of the orbital
magnetic moment. Furthermore a spin—flip below the charge ordering temperature
suggested in several papers (Endoh et al., 1999; Xiong et al., 1999) is in agreement
with presented magnetization versus temperature curves of LaggrsSrg.125MnQO3 and
the increase of magnetization below 100 K (Dabrowski et al., 1999).



Chapter 4
REScO; (RE = Sm, Gd, Dy)

4.1 Introduction

Perovskites of the type REMO3, where RE3* represents a trivalent rare earth
metal, and M is a trivalent or mixed—valent transition metal, exhibit an enormous
variety of physical properties (Maekawa et al., 2004). During the last decade the
so—called manganites have attracted much attention due to their unusual magnetic
transport phenomena resulting in the colossal magneto resistance (CMR) effect (von
Helmolt et al., 1993; Jin et al., 1994). These compounds are also promising candi-
dates for various potential applications, e.g. for hard disk drive reading heads or in
the rapidly growing field of magnetic RAM (MRAM). Another point is that ferro-
electric perovskites such as KTaO3, KNbOj3, LiNbO3 or BaTiO3 have been subject
to intense studies due to their unusual dielectric properties and the possibility to
switch the electrical polarization (Dawber et al., 2005). This is leading to the idea
that information can be also stored using the electrical polarization state of a fer-
roelectric material (FeERAM) (Fu and Cohen, 2000; Choi et al., 2004). A practical
realization of such device demands to prepare high quality thin films with thickness
of the micron scale, in order to operate switches at few volts whereas the coercive
voltages in these materials are at the order of kV/cm. These materials may also be
used in somewhat related applications mentioned above, such as the next generation
semiconductor components (to replace the SiOy gate dielectric). With the continued
scaling of the gate oxide to below 2 nm, leakage currents due to tunnelling are very
high, so the thickness must be increased without reducing the associated capacitance.
This can be achieved with materials which exhibit a high dielectric constant k. Lu-
covsky et al. (2004) found that increases in k are generally accompanied by decreases
in the optical band gap, £, the conduction band offset energy with respect to Si,
Eg, and the effective electron tunnelling mass m.s¢. Hence the adjustment of the
electronic band structure plays an important role in tuning the high-k materials. In
the last years a number of high-k£ compounds were found (Wilk et al., 2001). The
ternary oxide scandates SmScOz, GdScO3 and DyScO3 are promising candidates to
serve as high-k dielectrics in future applications (Zhao et al., 2005; Kim et al., 2006).
The crystal structure of the rare earth scandates is displayed in figure 4.1.

Furthermore these materials are utterly interesting substrates for the production
of highly strained ferroelectric thin films. Thin ferroelectric films often show strong
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Figure 4.1: Orthorhombic REScOj3 crystal structure; octahedron tilting along [001], [110],
and [111] is marked. RE is a rare earth atom in the A-site.
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epitaxial strain effects, e.g. the change in critical temperatures, crystal structure
and, generally, of their ferroelectric properties as a consequence of the growth on a
substrate with defects or different lattice parameters. These strains can make worse
the required thin film properties, but also can be used to control and optimise the
desired ferroelectric properties if one finds a suitable high quality substrate. During
the last few years the family of scandates such as SmScO3, GdScO3 or DyScOj3 has
bridged the gap of suitable substrates, thus widening the scope for strain tailoring of
the films and allowing to explore experimentally some of the desired predictions and
properties (Schubert et al., 2003; Choi et al., 2004; Haeni et al., 2004; Catalan et al.,
2006). Very recently it has been shown that SrTiO3/DyScO3 multilayers can be also
used for modulation of the permittivity in terahertz range (Kuzel et al., 2007).

In view of all the above described experimental progress and potential applica-
tions, a proper theoretical approach to describe and predict the variety of properties
in ferroelectric materials such as the scandates is highly desirable. Hence, these ma-
terials are subject to numerous first-principles studies since almost two decades now.
Such calculations within density functional theory (DFT) offer a very powerful possi-
bility to describe the structural, magnetic, and electronic structures of ferroelectrics in
deep detail. However, there are some known limitations and inaccuracies. In particu-
lar in presence of rare earth 4 f orbitals, the widely used local density approximation
(LDA) and to some extent also the generalized gradient approximation (GGA) lead
to a qualitatively incorrect description of the 4f energy placement. A related prob-
lem is that the structural properties, due to wrongly estimated localization of the 4 f
states, are often described improperly. There are a number of approaches in order
to minimise or overcome these limitations. Some works include a Hubbard U pa-
rameter in order to consider the Coulomb repulsion between the highly localized 4 f
electrons. Some very recent works apply hybrid exchange functionals that combine
fixed amounts of Hartree-Fock and LDA or GGA functionals to rare earth oxides as
CeO, or ferroelectric oxides such as BaTiO3 (Da Silva et al., 2007; Bilc et al., 2008).

Concerning the scandates, up to now only some electronic structure calculations
for DyScOg3 have been reported (Delugas et al., 2007). From experimental point of
view only a few ultraviolet ellipsometry data, x-ray absorption spectroscopy data and
a combination of internal photoemission and photoconductivity are available up to
now (Cicerella, 2006; Lucovsky et al., 2004; Afanas’ev et al., 2004). However, in or-
der to achieve a proper description of the electronic properties of rare earth based
ferroelectric oxides (such as the scandates investigated here) a comparison with suit-
able experiments is of utmost importance. The techniques of x-ray photoelectron
spectroscopy (XPS), x-ray absorption spectroscopy (XAS) and x-ray emission spec-
troscopy (XES) are powerful tools of unique precision in order to directly probe the
total and partial densities of states (tDOS and pDOS, respectively) of ferroelectric
materials (Moewes et al., 1999; Kuepper et al., 2004, 2003).

4.2 Sample Preparation

The single crystalline samples of SmScO3, GdScO3 and DyScO3 were grown by
R. Uecker of the Institut fir Kristallziichtung in Berlin (Uecker et al., 2008). The
starting materials for the crystal growth processes Dy,03, GdsO3, SmyO3 and SceO3
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were of 99.9% purity. To prepare the starting melt the powders were first dried and
then mixed in a stoichiometric ratio, sintered at 900-1000 °C, and finally isostatically
pressed. Because the perovskite type RE scandates with the exception of HoScO3 and
YScO3 melt congruently (Badie, 1978; Biegalski et al., 2005), the selected crystals
could be grown by the conventional Czochralski technique with RF-heating (25 kW
microwave generator) and automatic diameter control. Iridium crucibles were used
because the melting temperatures of these RE scandates lie between about 2100 °C
for DyScO3 and 2230 °C forNdScOj3 (Badie, 1978). The crucible dimensions were 40
mm in diameter and height (wall thickness 1.5 mm) for 20 mm diameter crystals, and
60 mm in diameter and height (wall thickness 1.5 mm) for 32 mm diameter crystals.
Thermal insulation was provided by an outer alumina ceramic tube filled with zirconia
granules. Flowing nitrogen or argon was used for the growth atmosphere. The pulling
rate was 0.5-1.5 mm h™! and the rotation rate was 815 rpm. The RE crystals were
grown along the [110] direction. The structure and lattice constants of the samples
were tested by x-ray powder diffraction and the chemical composition was investigated
by an inductively coupled plasma optical emission spectrometer.

Spiral formation is a challenging problem in the Czochralski growth of several
RE scandate crystals. It occurs if the dominant radiant heat transport through the
crystal is reduced by absorption. The resulting flattening of the radial temperature
gradient in the melt near the interface leads to a weakening of the thermally driven
flow. This causes thermal instabilities, which can initiate spiral formation (Velickov
et al., 2007). The samples used during this work show a spiral formation of a few
degree within a thickness of 3 mm.

4.3 Magnetic Measurements

Now we want to discuss magnetic properties by means of magnetic measure-
ments. Magnetization versus temperature SQUID measurements were performed by
K. Potzger and S. Zhou at Forschnugszentrum Dresden-Rossendorf, Institute of Ion
Beam Physics and Materials Research. The results are presented in Figure 4.2. We
expected the materials SmScO3, GdScO3 and DyScOs3 to exhibit similar magnetic
order like the corresponding rare earth (3+) oxides, i.e. antiferromagnetism at low
Néel temperatures. E.g., for Dy303, this temperature is 1.2 K (Bonrath et al., 1966).
Note that discussions about the kind of magnetic ordering in GdScO3 occurred in the
past (Stewart et al., 1979). From our measurements basically the transition tempera-
tures of the substrates were obtained prior to neutron diffraction measurement. The
field-cooled M — T curves were measured at a field H determined by puoH=0.5 T.
The field was applied parallel to the single crystal surface. Cusps typical for the
onset of antiferromagnetic order occur at 2.96 K (SmScO3), 2.61 K (GdScOs3), and
3.10 K (DyScO3). While the former two substrates exhibit Brillouin-type behaviour
in the high temperature range (not shown), the latter deviates significantly exhibit-
ing a large plateau (Fig. 4.2, inset). The peak for GdScO3 is much broader than for
the other samples. Moreover, GdScOj3 exhibits much larger magnetization and thus
behaves similar to Gd2O3 (Stewart et al., 1979).

Exemplarily, DyScO3; was investigated with respect to its microscopic magnetic
structure by means of neutron diffraction. The measurement was performed by
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Figure 4.2: Magnetization versus temperature curves for SmScOgs, GdScO3 and DyScOs.
The measurement was performed under an applied flux of ugH=0.5 T after cooling from
300 K in the same field. The magnification factor is indicated. The inset shows the high
temperature range for DyScOj3. The constant M offset at 300 K has been subtracted.
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Figure 4.3: Neutron diffraction and crystal (magnetic) structures of DyScOs. Results of
the Rietveld refinement of the 2 K (a) and 300 K (b) neutron powder diffraction data
of DyScOs. The crystal and the magnetic structure (arrangement of arrows representing
magnetic moments at Dy sites) is also shown.
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A. Arulraj and N. Stiifler of the Hahn-Meitner-Institut, Berlin. Neutron powder
diffraction of the compound DyScOj3 taken in a cylindrical vanadium container (di-
ameter 8 mm) was recorded with the focusing diffractometer E6 at the Berlin Neu-
tron Scattering Center (BENSC). The E6 diffractometer is equipped with a horizon-
tally and vertically bent monochromator consisting of 105 pyrolytic graphite crystals
(20x20x2 mm?®) mounted on a 15x7 matrix leading to a relatively high flux at the
sample position. The incident wavelength was 2.442 A. The data were collected at 2 K
and 300 K. The integration of the Debye-Scherrer rings measured on a 2D detector,
resulted in intensity versus scattering angle 20 for each temperature. Crystal (mag-
netic) structure was further analysed by Rietveld refinements employing the program
GSAS (Larson and Von Dreele, 1994). An absorption correction for the cylindrical
sample was carried out using GSAS, for which a wavelength dependent coefficient of
1.138 was used. A smoothly varying background was defined by extrapolating a fixed
number of background points.

The room temperature (300 K) data set could be indexed with an orthorhombic
lattice with space group Pbnm. In the 2 K data set several peaks in addition to those
present in the 300 K data were observed (Fig. 4.3). These new peaks could be indexed
with the propagation vector k£ = 0 and are due to the antiferromagnetic arrangement
of the spins of Dy in the low temperature magnetic structure of DyScO3. Of the four
possible spin arrangements of the antiferromagnetic type only that with the magnetic
group symmetry (Shubnikov group: Pbnm' and Pb'n'm’) explains the presence of all
the peaks of the 2 K data set. Symmetry analysis of the arrangement of the spin of Dy
in the Pbnm structure of DyScOj indicates the following two possibilities. The first
possibility is that the spin components of Dy belong to G mode with y component
and A mode with  component (representation I's) and in the second possibility G
mode with  component and A mode with y component (representation I's) (Bertaut,
1968). A Rietveld refinement of the 2 K neutron diffraction data set gives a good
fit only with the second possibility (Shubnikov group: Pb'n'm’). In right panel of
figure 4.3 the crystal structure and the magnetic structure (spin arrangement) of
DyScOj at 2 K are shown.

4.4 LDA+U Calculations

The electronic structure calculations were performed by A. Postnikov of the Uni-
versité Paul Verlaine in Metz with the (linearized) full potential augmented plane
waves method [see e.g. reference (Singh, 1994)], of the density functional theory, as
implemented in the WIEN2k code (Blaha et al., 2001).

For the exchange correlation potential, we used the generalized gradient approx-
imation in the form of Perdew-Burke-Ernzerhof (Perdew et al., 1996, 1997). In order
to describe the effects of intraatomic correlation beyond the conventional LDA or
GGA treatment, we have taken into account the spin—orbit interaction and orbital
dependent potential, notably LDA+U (Anisimov et al., 1997) —or, rather GGA+U in
our case,— specifically in the “LDA+U(SIC)” flavour of the WIEN2k implementation,
with the correction added in the 4 f shell of a rare earth. Even as the U and J values
in the LDA+U formalism can be, in principle, estimated from first principles calcula-
tions (Anisimov and Gunnarsson, 1991), it is a more practical routine to use them as
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adjustable phenomenological parameters. In the present context, we were guided by
the placement of occupied (majority spin) RE 4f states in the x-ray (photo)emission
spectra, relative to other valence band states. The best agreement was achieved with
U = 0.4 Ry = 5.4 eV for all three samples. This sole criterion was, however, con-
flicting with the (experimentally founded) condition to have the band gap free from
the minority spin 4f states. In order to satisfy this second criterion, we preferred
to use somehow elevated U values, that resulted in a slightly overbonded majority
spin RE 4f states. Our values of choice are U = 0.6 Ry = 8.1 ¢V for Gd 4f and
U = 0.8 Ry = 10.8 eV for SmScO3 and DyScO3, as used in the comparison with the
experiment (in part giving the reference to the results obtained with other U values
as well). The J value was kept equal to 0.05 Ry = 0.68 eV.

Instead of the experimentally established noncollinear ferromagnetic structure
depicted for DyScOg in figure 4.3 of section 4.3, we considered its most straightforward
collinear simplification, with spin moments of RE centers set antiparallel between the
nearest neighbours (both in the ab plane and along the ¢ axis of Fig. 4.3). As the RE
magnetic moments are quite localized (and really negligible, below 0.01 ug, on Sc and
O sites), the plotted partial DOS of the antiferromagnetic structure are practically
indistinguishable from those in the ferromagnetic phase.

Now the LDA+U calculations with U = 0.4 Ry are presented in detail. It has to
be noted that these calculations are performed in ferromagnetic state. The influence
of the magnetic ordering is marginal as discussed above.

The calculations for SmScOj3 are presented in Fig. 4.4. The Sm 4f states (top
panel in Fig. 4.4) are dominating the occupied spin up DOS between —6 and —9.5 eV.
The unoccupied Sm 4f states comprise spin up and spin down states. In the second
panel of Fig. 4.4 Sm 5d and Sm 5p states are presented. The Sm bHd states are
mainly occupied states from —16 eV to —24 eV. Sm 5p is mainly unoccupied from
1 eV to 7 eV. The calculated Sm states agree with the 4f° configuration in high spin
state. The Sc 3d states (third panel in Fig. 4.4) are mainly unoccupied from 1 eV
to 7 €V, but a smaller contribution in the occupied states from —3 eV to —6.5 eV
is due to hybridization with O 2p states. The Sc 3p states are completely occupied
and located at ~ —29 eV. The calculations of oxygen states (panel four and five in
Fig. 4.4) are split in x-y-direction and z-direction. Only small differences occur in the
different directions. The O 2p states are building up intense bands between —3 eV
and —6.5 eV, and contribute to the unoccupied DOS in the range of ~ 1 eV to 9 eV
which are due to hybridization with Sc 3d and Sm 5d states. The O 2s states are
mainly located in the range from —16 eV to —24 eV and at ~ —29 eV which is in the
energy range of Sm 5p and Sc 3p, respectively. A small O 2s density in the unoccupied
DOS is located at ~4 eV.

In Fig. 4.5 the calculations for GdScOj are plotted. The Gd 4f states (top
panel) are dominating the occupied spin up DOS at ~8 eV. Gd 4f spin down states
are completely unoccupied. Gd 5d and Gd 5p states are presented in the second
panel. The Gd 5d states are mainly contributing to the unoccupied DOS between
1 eV and 7 eV. The main part of the Gd 5p is present from —17.5 eV to —22.5 eV and
~ —25.5 eV. The calculated Gd states agree with the 4f7 configuration in high spin
state. In the third and the fourth panel the Sc 3d and Sc 3p states, respectively, are
presented. The Sc 3d states are mainly located in the unoccupied DOS between 1 eV
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Figure 4.4: Band structure (LDA+U) calculations of the densities of states (DOS) of
SmScO3 in ferromagnetic ground state.

and 7 eV, but due to hybridization with O 2p a small density is in the occupied states
between —3 eV and —7 eV. The Sc 3p states are completely occupied and located at
~ —29 eV. The oxygen states (panel four and five in Fig. 4.5) are split in x-y-direction
and z-direction. The different directions show only small differences. The main part
of the O 2p states is occupied and is located between —3 eV and —7 eV. The density
in the unoccupied DOS between 1 €V and 9 eV is due to hybridization with Sc 3d
and Gd 5d states. The O 2s states are mainly located in the range from —17 eV to
—23 eV and ~ —29 eV which is in the energy range of Gd 5p and Sc 3p, respectively.
A small O 2s density in the unoccupied DOS is located at ~4 eV.

The calculations for DyScOj3 are presented in Fig. 4.6. In the top panel the Dy
4f states are plotted. They are dominating the DOS. The main part of the occupied
states is in spin up state between —6 eV and —9 eV. A smaller occupied DOS is found
at ~ —5 eV. The unoccupied Dy 4f states in spin down state are located between
Fermi level and 3 eV. The small spin down state just below Fermi level in the Dy
4f calculation belongs to the unoccupied states. It appears below Fermi level due to
shift of the calculations for comparison with the experiment. These states are not
present in the experimental band gap. In the second panel the Dy 5d and Dy 5p
DOS is presented. The Dy 5d states are mainly unoccupied and are located between
1.5 eV and 7 eV. The Dy 5p states are completely occupied and take place at —18 eV
to —19 eV, —21 eV to —23 eV and ~ —27 eV. The Dy states are comparable with a
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Figure 4.5: Band structure (LDA+U) calculations of the densities of states (DOS) of
GdScOs in ferromagnetic ground state.

4f? configuration in high spin state. The Sc DOS of 3d and 3p states is presented in
panel three and four, respectively. The Sc 3d states are mainly unoccupied between
1.5 eV and 7 eV. The small occupied Sc 3d states in the range of —3 eV to —7 eV
is due to hybridization with O 2p states. The Sc 3p states are completely occupied
and are located at ~ —29 eV. The oxygen DOS is plotted in panel five (O 2p) and
panel six (O 2s) and is split in x-y-direction and z-direction. The different directions
show only small differences. The O 2p states are mainly occupied in the range of
—3 eV to —7 eV. The unoccupied O 2p states are located between 1.5 eV and 9 eV
due to hybridization with Dy 5d and Sc 3d states. O 2s states are mainly occupied at
—18 eV to —19 eV, —21 eV to —23 eV and ~ —29 eV. These states are in the energy
range of Dy 5p and Sc 3p. A small unoccupied DOS of O 2s is located at ~4 eV.

In conclusion the calculations with U = 0.4 Ry show that the RE 4f states
are dominating the occupied DOS between —6 eV and —9 eV (Sm and Dy) and
between —7 eV and —8 eV (Gd). These states are mirroring the spin configuration
of the RE atoms (Sm 4f°, Gd 4f” and Dy 4f°). The RE 4f states seem to be
not much correlated to other states. The occupied O 2p states seem to hybridize
with the unoccupied Sc 3d states and the unoccupied RE 5d states. The fact that the
occupied O 2s sates are in the energy range of Sc 3p and Dy 5p states points to a small
correlation between the O 2s states and RE 5p and Sc 3p states. The appearance
of RE 4f states inside the band gap is not in comparison with the experiments.
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Figure 4.6: Band structure (LDA+U) calculations of the densities of states (DOS) of
DyScOg in ferromagnetic ground state.

Therefore calculations with higher U values were performed.

Now the LDA+U calculations with U value of 0.6 Ry for GdScO3 and 0.8 Ry for
SmScO3 and DyScOs3 in antiferromagnetic ground state are presented. The tuning of
U can be subjected to careful analysis and argument. As stated above, we chose a
compromise between the position of RE 4 f states in the valence band and the need to
the band gap free of the RE 4 f states. Emphasizing a typically semiempirical charac-
ter of the U values in practical calculations, it is noted that the examples are known
where the U values have been evaluated over a range of rare earth compounds. E.g.
Larson et al. (2007) cited a range of U values gradually varying from 7.47 eV (CeN)
to 10.94 eV (LuN), in a row of rare earth nitrides. Our values are close to those cited
by Larson et al. (2007), with a noticeable difference that we were primarily guided by
the criteria named in the previous section. Summarizing the results over different U,
we note that the larger U values, understandably, move the (vacant) minority spin
4f states out of the band gap, as desired. However, this happens at the expense of
lowering the majority-spin Dy 4f well below its experimentally expected position.
This problem illustrates the shortcoming and crudeness of the LDA+4U approach:
with a single tuneable parameter it is difficult to accommodate the correct placement
of 4f states relative to the valence band involving other atoms, and the introduction
of further tuneable U-parameters (e.g., for Sc 3d and O 2p states) would sacrifice
physical transparence.
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Figure 4.7: Band structure (LDA+U) calculations of the densities of states (DOS) of
SmScO3, GdScO3 and DyScOg in antiferromagnetic ground state.

With this in mind, we note that occupied RE 4f states are intentionally placed
just below the experimental determined valence band, which is formed predominantly
by O 2p, with a small admixture of RE 5d and Sc 3d in the range between 0 eV and
—3 eV. However, due to the orbital-dependent potential taken into account, the 4 f
peak remains narrow only for Gd (around —6 eV) with its half-filled shell, whereas
for Sm (—4.5 eV to —7 eV) and Dy (-4.5 eV to —8.5 eV) it reveals a system of energy
levels, yielding a non negligible hybridization with the valence band (majority-spin
states) and the conduction band (minority-spin states). Apart from the details of
this hybridization, the Sc 3d partial DOS and the RE 5d DOS are almost identical
throughout the three compounds (occupied: 0 eV to —4 eV, unoccupied: 4.5 eV to
10 eV). For the comparison with the experimental data in the following the Fermi
level of the calculations with higher U value is shifted by —2.5 eV into the band gap.
That the experimental Fermi level lies in the calculated gap can be due to a very
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small amount of defects.

4.5 Core Level XPS of RE, Sc and O

The valence states of the elements in the rare earth scandates were determined
by x-ray photoelectron spectroscopy (XPS). The chemical shift and the shape of the
XPS core levels give information about the valence state. The XPS measurements

were performed at the University of Osnabrick with the photoelectron spectrometer
PHI 5600ci as described in section 2.6.1.
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Figure 4.8: Sc 2p (left panel) and O 1s (right panel) core level XPS spectra of SmScOs.
Sc203 is used as Sc3t reference (Chastain, 1992).

SmScO3; XPS core level The Sc 2p core level XPS spectra of SmScOj is plotted
in the left panel of figure 4.8 together with the Sc 2p core level XPS spectra of ScoOg3
where Sc is trivalent. The sharp Sc 2p3/, peak is shifted to ~402 eV leading to the 3+
valence state of Sc atoms. The spin—orbit splitting of the Sc 2p level is ~4.5 eV. Thus
the Sc 2py/2 peak is at around 406 eV. There are two satellites, one slightly above
413 eV and the other slightly below 418 eV. These satellites belong to the Sc 2p levels
and are due to excitations in the valence band from O 2p states to unoccupied Sc 3d
states, which are hybridized with each other. In the right panel of figure 4.8 the O 1s
core level of SmScO3 show a main peak at 530 eV regarding to O?~ atoms in metal
oxides. The shoulder at 532 eV is due to defects at the oxygen site which are usually
located at the surface, but can also appear in the bulk. The small peak at 535 eV is
due to carbon oxide contamination of the surface.

The XPS spectra of the Sm 3d core level is plotted in the left panel of figure 4.9.
The main peak at 1083 eV belongs to the Sm 3ds; level in 3+ valence state (Chastain,
1992). The Sm 3dsz/, peak is located at 1110 eV. The spin-orbit splitting of Sm 3d
is 27 eV. The small shoulders at both peaks and the small structures around the
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Figure 4.9: Sm 3d (left panel) and 4d (right panel) core level XPS spectra of SmScOs.

main peaks are due to the complex multiplet splitting of the Sm 3d states. In the
right panel of figure 4.9 the Sm 4d spectra is presented. The main structure takes
place from 123 eV to 144 eV. In this region one can see several shoulders due to the
multiplet splitting.

The valence states of the atoms in the SmScO3 compound are as expected, Sm3™,

Sc3t and O?~.

GdScO3; XPS core level The XPS results for Sc 2p, O 1s, Gd 3d and Gd 4d core
level of the GdScO3 sample are presented in figures 4.10 and 4.11, respectively.

The Sc 2p XPS spectra of GdScOs is plotted in the left panel of figure 4.10
together with the Sc 2p XPS spectra of ScoO3 where Sc is trivalent. The Sc 2p3/, and
the Sc 2p; /» peaks located at ~402 eV and ~406 eV are spin-—orbit split by ~4.5 eV.
The chemical shift points to a 3+ valence state of the Sc atoms. The satellites
belonging to the Sc 2p levels at 413 eV and ~418 eV are due to excitations in the
valence band from O 2p states to unoccupied Sc 3d states, which are hybridized. This
result is identical to the result for the SmScO3 sample.

In the right panel of figure 4.10 the O 1s XPS core level spectrum is displayed.
The main peak at 530 eV points to O~ in metal oxides. The small shoulder at 532 eV
is due to defects at the oxygen site in comparison with the result for SmScOs.

The Gd 3d XPS core level spectra of GdScO3 and Gd;O3 are plotted in the
left panel of figure 4.11. The trivalent Gd,O3 spectrum is similar to the GdScOs3
spectrum. In the right panel of figure 4.11 the Gd 4d spectra of Gd metal, GdScO3
and Gd,Og3 is plotted. The peak structure is due to multiplet splitting of the 4d level.
The main peak structure at ~144 eV leads to a Gd*T valence state. The structure is
better resolved for the metallic sample than for the oxides, but the general structure
is comparable for all three spectra.

The results of the XPS core level spectroscopy for GdScO3 are the same as for
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Figure 4.10: Sc 2p (left panel) and O 1s (right panel) core level XPS spectra of GdScOs.
Scy03 is used as Sc®t reference (Chastain, 1992).

7~ ,-\7 ]
0 i |
R 0 |
5 c L e 7
: S | Gd metal o
o > |
: a | o st |
; = Ht
g 0 - A -
2 D *Gdsco, | |
>< i Mo BAN ' H | x [ .-.""4 . ", § |
L | | Gd,0, |

1240 1220 1200 1180 200 180 160 140
Binding Energy (eV) Binding Energy (eV)

Figure 4.11: Gd 3d (left panel) and 4d (right panel) core level XPS spectra of GdScO3 and
reference spectra (Liitkehoff, 1997) of Gd2O3 and Gd metal.
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the SmScO3 sample. The valence states are as expected, Gd3*, Sc™ and O?~.
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Figure 4.12: Sc 2p (left panel) and O 1s (right panel) core level XPS spectra of DyScOs.
Sc203 is used as Sc3*t reference (Chastain, 1992).

DyScO3; XPS core level In the figures 4.12 and 4.13 the XPS core level spectra
of Sc 2p, O 1s, Dy 3d and Dy 4d are presented and compared with reference spectra
of ScsO3 and Dy, 0s3.

The Sc 2p core level spectra of DyScO3 and ScyO3 in the left panel of figure 4.12
comprises the ~4.5 eV spin—orbit split main peaks at 402 eV and 406 eV. The chemical
shift leads to a Sc®* valence state. The satellites of the Sc 2p level at 413 eV and
~418 eV are due to the excitation in the valence band from O 2p to unoccupied Sc
3d in the conduction band, which are hybridized.

In the right panel of figure 4.12 the O 1s level of the DyScO3 sample is presented.
The main peak at 530 eV is common for metal oxides where oxygen is in 2- valence
state. The shoulder at 532 eV is due to oxygen defects.

The Dy 3d spectrum of DyScOj is presented in left panel of figure 4.13 together
with the Dy 3d spectrum of Dy,O3 where Dy is trivalent. Both spectra are very
similar, but the Dy;O3 peaks are slightly broader and the background of the DyScOj3
spectrum is steeper due to the smaller amount of Dy in this sample. In the right
panel the Dy 4d spectra of DyScO3 and of Dy;O3 are plotted. The multiplet splitting
in the peak structure from 152 eV to 160 eV is better resolved for the DyScO3 sample
than for Dy,O3. The small peaks at 162 eV and 165 eV are also better observable
for the DyScO3 sample.

The valence states of O and Sc in the DyScO3 sample is as expected and com-
parable with the results of SmScO3; and GdScOs. It should be noted that the Dy
valence state can deviate from 3+ explained by the results from Uecker et al. (2008)
and Velickov et al. (2007). They found amounts of tetravalent rare earth ions in
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Figure 4.13: Dy 3d (left panel) and 4d (right panel) core level XPS spectra of DyScO3 and
of DYQ 03.

DyScO3 and TbScOg, that are responsible for colour changes of the samples. These
amounts are in the range of 1 percent so that they cannot be observed precisely with
XPS.

4.6 XAS and XES/RIXS of RE, Sc and O

With x-ray absorption spectroscopy (XAS) one can get element—specific infor-
mation about the unoccupied states, while x-ray emission spectroscopy (XES) gives
element specific information about the occupied states. The XAS and XES/RIXS ex-
periments were performed at the Advanced Light Source in Berkeley, USA, at beamline
8.0.1. as described in section 2.6.4.

4.6.1 Sc Ly3—Edge XAS and Sc 3d — 2p XES

The Sc Lgg-edge XAS of SmScOs, GdScO3 and DyScOs is plotted in the left
panel of figure 4.14 in comparison with multiplet calculations. The spectral features
are very similar for all three samples, but small differences in shape and intensity
are observable. The spectra comprise four main features at 401 eV, 403 eV, 405 eV
and 407 eV. Small features appear at 399.5 eV, 400 eV, 401.5 eV and 406.5 eV. The
splitting of more than 4 eV between the first group of two main features and the
last group of two main features refers to the spin—orbit splitting of the Sc 2p. The
smaller splitting inside both groups is close to 2 eV and is due to the crystal field
of the oxygen octahedra surrounding the Sc atoms. The two small features in front
of and one feature behind the first main peak at 401 eV are due to the multiplet
splitting in octahedral symmetry as can be seen from the multiplet calculations in
the same figure where the four main features and the three small features around



4.6 XAS and XES/RIXS of RE, Sc and O 77

L %SmScO, W
ar el =
c [t et c
=1 8 f >
S 1 12
£ A/ Gdsco,| B
L V2 D B T, . ~—
% i ;] @
< 1 L
X X
’ N ‘ N {

305 400 405 410 415 385 390 395 400 405 410
Photon Energy (eV) Photon Energy (eV)

Figure 4.14: left panel: Sc Lo 3-edge XAS (broken lines) in comparison with multiplet
calculations (sticks and solid lines) of REScO3. right panel: Sc 3d — 2p XES excited with
420.2 eV of REScO3.

the 401 eV main peak are simulated in perfect agreement. The small feature at
406.5 eV and the differences between experiment and calculation in intensity and
broadening of all peaks are due to further deformation of the oxygen octahedra.
The differences between the samples are due to the influence of different electronic
configurations of the rare earth atoms. This influence can arise from hybridization
between the Sc 3d level and the O 2p level, which are hybridized with RE 5d levels.
The similarity of the Sc Lq 3-edge XAS of SmScO3 and DyScOg can be explained by
the comparable electronic configuration of the RE atoms, namely Sm 4f° and Dy
4% These configurations are comparable because the number of electrons in the Sm
4f is equal to the number of holes in Dy 4f. The number of holes and the number of
electrons are exchangeable in the multiplet theory. The parameters for the broadened
multiplet calculations are summarized in table 4.1.

Table 4.1: Parameters for broadened multiplet calculations of Sc Ly 3-edge XAS in Oy, sym-
metry of SmScO3, GdScO3 and DyScOgs. There are five values for Lorentzian broadening;
one for the two prefeatures and four for the main peaks.

Crystal Field (10Dq) Gaussian Lorentzian in eV
in eV in eV (prefeatures and 4 peaks)
GdScO3 1.74 0.2 0.08 0.1 0.15 0.2 0.35
Sm/DyScO3 1.74 0.2 0.02 0.02 025 0.3 0.6

The occupied Sc 3d states probed by XES are presented in the right panel of
figure 4.14. The excitation energy was set to 420.2 eV for all samples. Due to the
3d° configuration the occupied states of Sc 3d are nearly empty, but a small signal
is present due to strong hybridization with O 2p states. The spectra comprise one
main feature at 394 eV with one shoulder at 396 eV and another shoulder at 391 eV,
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differently pronounced in all three samples. The main peak refers to Sc 3d states
while the small shoulder at 396 eV is due to the hybridization with O 2p states. The
shoulder at 391 eV appears in different intensities for the three samples. The energetic
distance to the Sc 3d main feature refers to the spin—orbit splitting of Sc 2p states,
but this cannot explain the different intensities of the shoulder. Hence the shoulder is
influenced by the presence of the rare earth atom. This influence can originate from
different distortions of the oxygen octahedra and from a more complex hybridization
of Sc 3d, O 2p and RE 5d states. Such a complex hybridization was already mentioned
by Lucovsky et al. (2004) and Liferovich and Mitchell (2004). Nevertheless the main
part of this shoulder is explained with the spin—orbit splitting of Sc 2p states.

4.6.2 RE M,;-Edge XAS and RE 4f — 3d XES
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Figure 4.15: Left panel: SmScO3 Sm My 5-edge XAS with band structure calculations of
unoccupied states of Sm (grey sticks), Sm?* and Sm3*+ multiplet calculations (Thole et al.,
1985) (solid black) and SmyOg reference (Kaindl et al., 1984) (broken black). Right panel:
resonant Sm 4f — 3d XES in second order.

SmScO; XAS and XES The Sm M, ;-edge XAS is plotted in the left panel of
figure 4.15. For comparison the XAS of the trivalent reference SmyO3 (Kaindl et al.,
1984), the band structure calculation of unoccupied Dy states and multiplet calcula-
tions (Thole et al., 1985) of divalent and trivalent Sm 3d XAS are presented. The XAS
spectra consists of two intense features at 1080 eV (Ms-edge) and 1105 eV (My-edge)
due to the spin—orbit splitting of Sm 3d states. The band structure calculation below
the XAS agrees with the shape of the Ms-edge of the experiment, but cannot render
the prepeak which is due to multiplet splitting. The XAS of the reference sample
SmsO3 shows a similar structure beside the double peak at 1080 eV which is not split
in the reference, but this splitting appears in the band structure calculation and the
multiplet calculations of Sm3*. Kaindl et al. (1984) have interpreted such a splitting
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with mixture of Sm?* and Sm3* for Smg3Y7S sample. In our case a Sm?* contribu-
tion cannot be responsible for the double peak feature in the experiment because the
multiplet calculation of Sm?* shows the main peak at lower photon energies than the
double peak appears. The calculations can be very well calibrated to the experiment
with respect to the small peak at ~1100 eV. Hence the Sm M, 5-edge XAS shows
trivalent rare earth ions and some spectral features arise from the crystal distortion
of SmScO;3. Surface defects may also play a role which can be the reason for the
difference between experiment and calculation.

The excitation energies of the resonant XES data Sm 4f — 3d in the right panel
of figure 4.15 are indicated in the XAS spectra in the left panel. The second order of
the rare earth emission was measured because of the limit of the detector. Therefore
the spectra are at the half energy value of the first order rare earth spectra. The first
order oxygen 1s emission at around 525 eV is present in each spectrum. The elastic
peaks in the lower three spectra are clearly visible at 552 eV, 541 eV and 538 eV in
the corresponding spectrum. In the spectrum excited with 1076.5 eV there is only a
small inelastic feature at 537 eV. The resonantly excited inelastic part of the spectra
excited with 1082.5 eV is more intense than the elastic peak in this spectrum. The
resonant excitation at the Sm My-edge results in a three peak structure at around
550 eV. The already mentioned elastic peak at 552 eV is somewhat smaller than the
inelastic peak at 550 eV with a shoulder at 549 eV. The normal XES spectra at the
top of this figure shows the mentioned O 1s emission and just small inelastic peaks
from the rare earth states at 537 eV and 550 eV. In the resonant XES spectra no loss
feature is observable that would always appear in the same distance from the elastic
peak. Therefore no small excitation in the valence band region take place. This is
due to the large band gap which suppresses such effects.

GdScO3; XAS and XES In the left panel of figure 4.16 the Gd M, s5-edge XAS
is plotted in comparison with the Gd 3d XAS of the trivalent reference compound
Gd203 (Kaindl et al., 1984), band structure calculations of the unoccupied Gd states
and multiplet calculations of 3d XAS of Gd*T (Thole et al., 1985). The spin—orbit
split main features are located at around 1185 eV and 1215 eV. The band struc-
ture calculations and multiplet calculations are in agreement with the experimental
Gd Ms-edge. The XAS of the reference sample is very similar to the GdScO3 XAS
beside the intensity of the two shoulders at 1190 eV and the peaks at 1213 eV and
1215 eV, but the multiplet calculations show a similar intensity ratio for the double
peaks at around 1215 eV. This similarities are a clear indication for the trivalent
gadolinium ions in the sample and the reference.

The XE spectra of GdScOj3 (right panel of figure 4.16) were excited with the en-
ergies indicated in the XA spectrum. The spectra with resonant excited Gd Mjs-edge
(Eeze = 1181.51 eV and 1183.8 eV) comprise the corresponding elastic peak and
the edge of the inelastic features. The complete inelastic emission structure of the
Gd Mjs-edge (~590 eV) is visible in the resonant emission spectrum excited with
1215.7 eV. In this spectrum the inelastic Gd M,-edge at 605 eV and the elastic peak
at ~608 eV are present. In the normal XES excited with 1163.5 eV the Ms5- and the
My-edge are located at ~590 eV and 605 eV, respectively. No energy loss features
are present.



80 REScO; (RE = Sm, Gd, Dy)

Calc Gd3+7

XAS (arb. units)
XES (arb. units)

L 1183.8 |

e [ A AreWineshaterh il ettt
L ‘\.~_(_3d203 j Y} 11815
1180 1200 1220 1240 580 590 600 610 620

Photon Energy (eV) Photon Energy (eV)

Figure 4.16: Left panel: GdScOgz Gd My 5-edge XAS with GdpOg reference (Kaindl et al.,
1984) (broken black), band structure calculations of unoccupied states of Gd (grey sticks)
and Gd** multiplet calculations from Thole et al. (1985) (black solid). Right panel: reso-
nant Gd 4f — 3d XES in second order.

DyScO; XAS and XES In the left panel of figure 4.17 the Dy M, s-edge XAS
of DyScOj is presented in comparison with Dy 4f band structure calculation and
the XAS of the reference compound Dy,03. The Ms-edge of DyScs at ~1294 eV is
in very good agreement with the reference and the calculations. The clear multiplet
structure of M;s-edge in the reference spectra is smeared in the DyScO3 sample and
the shoulder at 1298 eV is more intense for the scandate. The calculation gives a
similar intensity for the shoulder at 1298 eV as for the scandate. The multiplet states
from 1285 eV to 1294 eV are found in both experiments. The shape of the My-edge
of the scandate agrees with the shape of the reference. These spectra are a clear
indication for trivalent Dy atoms in the scandates.

In the right panel of figure 4.17 the XES, excited with energies indicated in the
corresponding XAS spectra, is presented. The three lower spectra excited resonantly
at the Mjs-edge comprise the elastic peak and a small shoulder to lower photon en-
ergies which is due to inelastic features excited in resonance. The resonant emission
spectrum excited at the My-edge at 1328.1 eV shows the weak inelastic structure
of the Mjs-edge from 642 eV to 652 eV. The elastic peak and resonant excited in-
elastic features are present at around 663 eV. The pure inelastic structure of the
Dy M, s-edge is visible in the normal emission spectra excited with 1363.6 eV. No
energy loss features are visible.
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Figure 4.17: left panel: DyScO3 Dy My 5-edge XAS with Dy 4f band structure calculation
and Dy30O3 reference. Right panel: resonant Dy 4f — 3d XES in second order.

4.7 Discussion

4.7.1 Band gaps with XES and XAS of O K—Edge

The band gap of high-k dielectric materials is important as barrier for the tun-
nelling of electrons through the thin dielectric layers (see leakage current in sec-
tion 1.2.3). Therefore the band gap plays an essential role. While x-ray emission
spectroscopy is probing the occupied states, x-ray absorption spectroscopy is probing
the unoccupied states. Thus XES and XAS are adequate tools for the analysis of
band gaps. It should be noted that due to different final states of both methods the
charge transfer energy shifts the XAS and XES spectra in energy with respect to each
other. The first principles calculations are included in the determination of the band
gaps for comparison with the experiment.

There are different methods in literature to obtain band gaps which are compa-
rable with the method that is used here. Very similar is the approach made by Dong
et al. (2004), where the onset of the O 1s XAS and O K—edge XES peaks was taken to
determine the band gap of ZnO. Another possibility is given by Hiifner et al. (1991)
where the band gap of NiO is determined between Fermi level of XPS and the maxi-
mum of the first peak of a Bremsstrahlung Isochromat Spectroscopy (BIS) spectrum.
The advantages of XAS and XES compared with band structure calculations are that
a small density of states at the edge of the band gap are taken into account, but
defect states which can broaden the spectra are filtered because they are not present
in the calculations. More advantages are that the experiments are made under very
similar conditions in a short time range and that the relative calibration of XAS and
XES is very precise. A disadvantages is the element specific band gap, but due to the
delocalization of the O 2p electrons this method is applicable. Another point is the
charge transfer energy which can impair the result.
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Figure 4.18: Band gap of SmScOj3 single crystal by O 1s XAS and O K XES spectra.

As the band gap is formed by rare earth 4 f, 5d and scandium 3d states hybridized
with O 2p, the LDA+U correction naturally increases the band gap, as is known from
many ab initio studies of correlated oxides. The values of band gaps resulting from
band structure calculations should not be taken too seriously because of empirical
adjustment of the U value. Still, it is comfortable having proceeded from the adjust-
ment, primarily of the 4f peak positions in the XP spectra, to arrive at values for
the band gaps which are in the range of the results from optical experiments. This
yields the conviction that the overall description of the underlying band structure is
correct. Also the shape of the calculations is in very good agreement with the shape
of the XAS and XES experiments. In the figures 4.18, 4.19 and 4.20 the band gap
of the calculations is enlarged by shifting the unoccupied states (1.4 eV for SmScOs,
1.6 eV for GdScO3 and 1.5 eV DyScOs3) to achieve perfect agreement with the XA
spectra and the XE spectra. To determine the band gap in the experiment the highest
occupied and the lowest unoccupied states of the enlarged calculations are used so
one can overcome the too small band gap of the calculations. The calculated and ex-
perimental values are compared with ultraviolet absorption results (Cicerella, 2006),
UV ellipsometry measurements (Lim et al., 2002; Lucovsky et al., 2004) and a com-
bination of internal photoemission and photoconductivity measurements (Afanas’ev
et al., 2004) in table 4.2.

In figure 4.18 the O K XES and O 1s XAS results for SmScOj3 are plotted. The
band gap is determined to 5.6 eV from experiment. This value is in good agreement
with different results in the literature. Lim et al. (2002) found the band gap for a
SmScOj single crystal in the range of 5.5 eV to 6.0 eV by means of far UV spectro-
scopic ellipsometry. The results of Cicerella (2006) with the same technique, but for
a 355.9 nm SmScO3 layer on LaAlO3 produced by pulsed laser deposition determined
a band gap of 5.55 eV. While in the same publication a band gap of 5.4 eV was
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determined by UV spectroscopy.
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Figure 4.19: Band gap of GdScOg single crystal by O 1s XAS and O K XES spectra with
help of LDA+U calculations.

Results for GdScO3 are shown in figure 4.19. The band gap is 5.8 eV which
is in the range of results from the literature. Lim et al. (2002) determined a band
gap of 6.5 eV with UV ellipsometry for a single crystal while the UV transmission
spectrum in the same paper show the absorption onset below 6 eV. Cicerella (2006)
found a 5.2 eV band gap with UV spectroscopy on a single crystal. Anisotropic
analysis of ellipsometry data for the single crystal gave band gaps closer to 6 eV.
VUV spectroscopic ellipsometry data by Lucovsky et al. (2004) shows the onset of
transitions from the top of valence band, O 2p 7 non-bonding states at 5.8 eV.
Afanas’ev et al. (2004) found a 5.6 eV band gap with a combination of internal
photoemission and photoconductivity measurements.

Figure 4.20 shows the XES and XAS results for DyScOs. The band gap is de-
termined to 5.9 eV. This is in good agreement with the results of Cicerella (2006)
finding a band gap of 5.3 eV for a single crystal with UV transmission spectroscopy.
Afanas’ev et al. (2004) determined a band gap of 5.7 eV with a combination of internal
photoemission and photoconductivity measurements.

For a more complete overview of band gaps in rare earth scandates the O 1s XAS
and O K XES of NdScO3 and ThScOj3 single crystals are presented in figure 4.21.
These results were already presented in the diploma thesis of Derks (2008). In NdScO3
the trivalent Nd ions has 4f3 configuration and the trivalent Tbh ion ThScOs has 48
configuration. No band structure calculations were available for these two compounds.
Therefore the band gaps has to be determined from the XAS and XES experiment
as made by Dong et al. (2004) for poly and single crystalline ZnO where the onset of
the O 1s XAS and O K—edge XES peaks was taken to determine the band gap. This
method is improved by the comparison with the spectra and calculations of SmScOs,
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Figure 4.20: Band gap of DyScOs single crystal by O 1s XAS and O K XES spectra.
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Figure 4.21: Band gap of NdScO3 and ThScOj single crystals by O 1s XAS and O K XES
spectra.
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GdScO3 and DyScOj3 to get rid of broadened absorption edges due to defects. For
NdScO3 a band gap of ~5.6 eV is found and for ThScO3 the band gap is ~6.1 eV.
The value for NdScOj is in agreement with the result found by Cicerella (2006) by
ultraviolet absorption. For ThScOj3 the value found by Cicerella is 0.5 eV smaller. In
Cicerella’s work band gaps of 5.5 eV for NdScO3 and 5.6 eV for ThScO3 were found
for thin film samples deposited on LaAlOz by pulsed laser deposition.

Table 4.2: Band gaps of NdScO3, SmScO3, GdScO3, ThScO3 and DyScO3 experimental
and theoretical results in comparison with literature.

NdScOs3 SmScO3 GdScO3 ThScO3 DyScOs

Cicerella (2006) bulk 5.4 eV 5.2 eV 5.3 eV
thin film 5.5 eV 5.6 eV
Lim et al. (2002) 5.5-6.0eV  6.5eV
Afanas’ev et al. (2004) 5.6 eV 5.7 eV
Lucovsky et al. (2004) 5.8 eV
present work LDA+U 4.2 eV 4.2 eV 4.4 eV

experiments 5.6 eV 5.6 eV 5.8eV.  6.1eV  59eV

In table 4.2 the results for the band gap determined by XAS and XES is compared
with literature data. Different results can be understood if one takes into account the
differences of the techniques and their interpretation. The band gap is defined as the
energetic difference between the highest occupied and the lowest unoccupied state in
the ground state. In experiments the initial state is usually the ground state, while
the final state differs for various techniques. For XPS and XES the final state is a
N — 1 electron state where one electron has left the atom. During the XAS process
the electron stays in the atom and the final state is a N electron state. A different
charge of the final states in XPS and XAS processes implies a need to introduce a
correction in order to permit a superposition of both in the common energy scale.
The correction becomes larger the more “dense” the core states are. Consequently
the difference (correction) is large in R 4f, but negligible in O 2p (weak localization)
and in Sc 3d (empty d-shell), the states which essentially flank the band gap.

The band gaps determined by XAS in comparison with XES are correlated to
the crystallographic structure of the rare earth scandates. The crystallographic pa-
rameters of the whole family of rare earth scandates was investigated in detail by
Liferovich and Mitchell (2004). Essential for the band gap are the ScO3 octahedra,
because Sc and O are strongly hybridized and the rare earth ions are less included
in this hybridization. The correlation between the mean distance determined by Lif-
erovich and Mitchell (2004) and the band gaps determined by XAS and XES can be
seen in figure 4.22.

In the molecular orbital theory it is known that the splitting of molecular oribtals
depends on the hybridization and the distance between the atoms of the molecule. The
correlation between the band gap and the Sc—O distance can be seen in equation 4.1

Gap — SCOGap = const. x exp[—a(d — dy)], (4.1)

where Gap is the band gap of the hybridized Sc-O states and SCOGap the band gap
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Figure 4.22: Sc-O mean distance of rare earth scandates from Liferovich and Mitchell
(2004) and band gaps determined by XAS and XES.

of isolated Sc-O states as depicted in figure 4.23. d is the mean distance between the
hybridized Sc and O atoms.

Sc 3d

Figure 4.23: Molecular orbitals of hybridized Sc and O atoms.

In figure 4.24 the logarithm of the difference of the hybridized and the separated
band gap is plotted over the Sc—O distances. The best linear fit was found with a
SCOGap of 5.5 eV and a d; of 0.2080 nm.

The found constants SCOGap and dy can now be substracted from the determined
band gap and the Sc-O distances from the literature. In figure 4.25 the resulting
values are normalized and a very good agreement between the band gap and the
Sc—0OO0 distance is visible.

In conclusion, the band gaps determined by XAS and XES in combination with
LDA+U calculations give data which are in good agreement with different results from
the literature (see Table 4.2). The GdFeOj;-like distortion of the perovskite structure
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plays a key role in the formation of the band gap because the Sc-O distances are
influenced by the distortion (see figure 4.25).

4.7.2 Valence Band: Calculations compared with XPS and
XES

The valence band is the most important part of the electronic structure, because
the bonding and the interaction between atoms of the crystal appears in this energy
region. Many important properties and effects are based on the structure of the
valence band below the Fermi level and the conduction band above the Fermi level.
With XPS the total density of the occupied states is probed while XES probes the
partial density of occupied states, which means that this technique is element—specific.
In this section the experimental total and partial density of states are compared with
band structure calculations to identify different features in and their contribution to
the valence band.

The XPS valence band spectra of SmScO3, GdScO3 and DyScOj3 are plotted
in Fig. 4.26. The experiments are compared with the results of ab initio band
structure calculations, namely the total density of states from a GGA calculation
which gives the best agreement with the experiment for the on-site Coulomb poten-
tial U=0.4 Ry=>5.4 eV. The calculation with a bigger U value are also presented. The
U values mainly influence the position of the RE 4f states. The excitation (N — 1
electrons) during the XPS process is not included in the calculations (N electrons).
Hence the localized states at ~ —30 and ~ —20 eV in the calculations are located
closer to the Fermi level than in the XPS measurements. Additionally multiplet ef-
fects are not included. The valence band region is constituted by rare earth 4f, 5p,
5d and scandium 3p, 3d, 4s and oxygen 2p, 2s states. These states have different
photoionization crosssections, which should be taken into account for weighting the
corresponding contributions to the total DOS. Specifically, we took the relative pho-
toionization crosssection values, corresponding to the excitation energy of 1486.6 eV,
from Scofield (1976). The weights tabulated therein, which refer to each respective
electronic shell as a whole, were normalized to a single electron and then multiplied
with partial densities of states and with the number of atoms of each type in the unit
cell, giving the calculated spectral intensity which is compared to the experiment.
Then the calculated total density of states was convoluted with a 0.45 eV Gaussian
and a 0.5 eV Lorentzian for experimental and lifetime broadening, respectively.

The XPS valence band region of SmScO3 comprises eight distinct features a-h
(top of Fig 4.26). Features a, b and ¢ are located at —3.5, —5.0 and —7.5 eV on
an energy loss scale, followed by a shoulder at —9.5 ¢V (d). The O 2p states are
located from —3 eV to —5 eV, while the Sm 4f multiplet is found in the features
b, ¢ and d. The next group of features e, f and g is located at —19.5 eV, —21.5 eV
and —24.5 eV. In this region the O 2s states take place around —22 eV and the Sm
5p multiplet reaches from —19 eV to —25 eV. At —30.5 eV the feature h appears
which corresponds to Sc 3p states. The experiment is very well reproduced by the
calculation with U = 0.4 Ry beside the intensities of Sm 4 f multiplet features b, ¢
and d. For U=0.8 Ry the calculated Sm 4f states are less split and appear too far
away from the Fermi level.
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Figure 4.26: XPS in the valence band region of SmScO3, GdScO3 and DyScO3 compared
with band structure calculations and the Gd 5p multiplet (Thole et al., 1993).

Also the XPS valence band region of GdScOj3 consists of eight features a-h (middle
of Fig 4.26). The four features close to the Fermi level are a, b, ¢ and d at —4.0,
—5.5, —=7.5 and —8.5 eV. The O 2p states are located at —3 eV to —5.5 eV (a, b),
while the Gd 4f states are relatively localized at —7.5 eV to —8.5 eV (c, d). Features
e and f are located at —20.0 eV and —22.0 eV, followed by a relatively small feature g
at —26.5 eV. The O 2s states are at around —22 eV and the Gd 5p multiplet reaches
from —18 eV to —26.5 eV which can be seen also from the Gd 5p multiplet (Thole
et al., 1993). The Sc 3p feature h takes place at —30.5 eV. Features a-d close to the
Fermi level are in very good agreement with both calculations. The intensities of
features e and f are reversed in the calculation with respect to experiment, whereas
the g and h features are reproduced well.

Finally the XPS valence band DyScOj3 consists of nine features a-i. Features
a, b and c¢ are located at —4.5 eV, —7.0 eV and —9.0 eV, followed by a shoulder
at —13.0 eV (d). From —3 eV to —5 eV the O 2p states take place. The Dy 4f
multiplet comprises of the features b, ¢ and d. Features e, f and g take place at
—18.5, —20.5 and —23.0 eV. O 2s states are located at around —22 eV. The Sc 3p
feature i at —30.5 eV has a prepeak h at —27.5 eV. The Dy 5p multiplet reaches from
—18.5 eV to —27.5 eV. The Dy 5p multiplet reaches from —18.5 eV to —27.5 eV.
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The three features a, b and ¢ near the Fermi level are reproduced by the calculation
with U=0.8 Ry a little bit too far away from the Fermi level, but the calculation
with U=0.4 Ry is in perfect agreement. Multiplet feature d is missing in calculations.
Features e, f and g are calculated as two separated peaks. Feature i and the prepeak
h are in very good agreement with the calculation.

In general the shape of the XPS measurement is reproduced by the calculations
in a satisfactory way. However, there are some differences in detail. The comparison
for GdScO3 and DyScO3 shows a difference at the group of features around —20 eV.
The comparison of the states closer to the Fermi level reveals differences for SmScOj3
by rendering the rare earth 4f multiplet in position and splitting. Also the DyScOs3
calculations with U=0.8 show the 4f states shifted away from the Fermi level. The
position of the rare earth 4f states is influenced by the choice of the U parameter.
Other differences arise from the fact that the calculations did not include multiplet
effects which are more important for rare earth atoms than for oxygen and scandium
atoms.
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Figure 4.27: XPS spectra of SmScO3 compared with XES and calculated densities of states.
Multiplet calculation of trivalent Sm 4f states is taken from Lang et al. (1981).

Now a detailed comparison between XPS valence band, XES and pDOS of the



4.7 Discussion 91

calculations is presented. In Figure 4.27 the XE spectra of Sm My 5, O K and Sc Lo 3
are displayed with corresponding partial DOS from the GGA+U calculations. Below
the XPS valence band spectra of RScOj3 the rare earth 4f multiplet calculations of
Lang et al. (1981) are plotted. This calculations are using the Russel-Saunders spin—
orbit coupling scheme for comparison with XPS valence band spectra of trivalent rare
earth metals. Comparable calculations are made by Gerken (1983). The XE spectra
have been plotted on a common energy scale with the XPS valence band by using
corresponding XPS core level binding energies for calibration (Sm 3d: 1109.5 eV, O
Is: 530.0 eV, and Sc 2p: 401.5 eV). The Sm M, 5 XE spectrum consists of Sm 4f
features from —2 eV to —11 eV with a maximum at —6 eV. The calculated partial
DOS has four features from —7 eV to —10 eV. These features can be seen in the
experiment with bigger energy separation. This structure is better rendered by the

multiplet calculation of trivalent Sm 4f states, that also shows the main peak at
—5eV.

The O K XE spectrum has two features at —3.0 eV and —5.0 eV. These features
agree with the calculated O 2p states and are strongly hybridized with Sc 3d states.
The —5.0 eV feature has more d character and the —3 eV feature has more p char-
acter what is in agreement with the results of Winiarski et al. (1994) finding more
d character for higher binding energy for KTaO3 and KNbOj single crystals. The Sc
Ly 3 XE spectrum comprises three features at —3.0 eV, —5.0 ¢V and —8.0 eV. The
—3.0 eV and —5.0 eV features are due to the hybridization between O 2p and Sc 3d
while here the d-character at higher binding energy is clearly seen. The third feature
at —8.0 eV is not covered by the calculation, because it is due to the spin—orbit split-
ting of Sc 2p core level of ~4 eV. But this cannot completely explain the shape and
energetic position of this feature. It is not clear if there is another feature due to an
interaction between Sc and Sm which might be a d state coupling that was formerly
found for complex oxides (Wilk et al., 2001; Lucovsky et al., 2004; Liferovich and
Mitchell, 2004).

Also the XE spectra of GdScO3 are compared with the XPS valence band and
pDOS calculations (Fig. 4.28). Below the XPS valence band spectrum the calculation
of trivalent Gd 4f multiplets from Lang et al. (1981) is plotted. XPS core level
energies have been used to get a common energy scale (Gd 3d: 1189.5 eV, O 1s:
530.0 eV, Sc 2p: 401.5 V). The Gd M, 5 XE spectra comprises an intense feature at
—8.0 eV with a shoulder at —6.0 eV. The main feature is perfectly rendered by the
band structure calculation, but the shoulder closer to E is missing in the calculation.
This is in comparison with the multiplet calculation of trivalent Gd 4f states. The
O K XES has a O 2p main feature at —3.5 eV with a shoulder at —5.0 eV. Here again
the p character at the —3.5 eV feature is visible. The calculations show O 2p levels
in correct position and shape. The Sc Ly 3 XE spectrum consists of three features,
a Sc 3d feature at —5.0 eV with a shoulder at —3.5 eV, and a small shoulder from
—7.5eV to —10 eV which is due spin—orbit splitting of the Sc 2p (~4 eV). As discussed
before an interaction between Sc and Gd is possible, but weaker than for SmScOs.
The calculation shows the Sc 3d features at —3.5 eV and —5.5 eV, but the feature
around —9 eV is missing.

In Figure 4.29 the XES experiments of DyScOj3 are shown, along with the band
structure calculated partial densities of states. The common energy scale is achieved
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Figure 4.28: XPS spectra of GdScO3 compared with XES and calculated densities of states.
Multiplet calculation of trivalent Gd 4f states is taken from Lang et al. (1981).

by use of the XPS core level energies (Dy 3d: 1296.0 eV, O 1s: 530.0 eV, Sc 2p:
401.5 eV). Multiplet calculations of trivalent Dy 4f states (Lang et al., 1981) is
plotted below the XPS VB spectrum. The Dy M, 5 XE spectra comprises four Dy 4 f
features at —5.0 eV, —7.0 eV, —9.0 eV and —13.0 eV. The three features from —5.0 eV
to —9.0 eV are calculated at too high binding energy and the feature at —13.0 eV is
missing in the calculation which is due to not included multiplet effects. The multiplet
calculation of dy 4f metal gives a better agreement with the Dy states. In the O K
XE spectrum the O 2p main feature at —3.5 eV with a shoulder from —5.0 eV to
—7.0 eV is in good agreement with the calculation. The Sc Lo 3 spectrum is due to
O 1s hybridization and consists of a peak at —5.0 eV with a shoulder at —3.5 eV
and a smaller peak at —8.0 eV. As discussed for the other samples, this is due to the
spin—orbit splitting of Sc 2p. The interaction between Sc and Dy might be smaller
than for SmScO3 but larger than for GdScO3. The calculation renders the peaks at
—3.5 eV and —5.0 eV. Here again the d character at —5.0 eV and the p character
at —3.5 eV is clearly visible in agreement with results of Winiarski et al. (1994) as
mentioned above. The electronic structures of SmScOj3, GdScO3z and DyScOj3 are
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Figure 4.29: XPS spectra of DyScO3 compared with XES and calculated densities of states.
Multiplet calculation of trivalent Dy 4f states is taken from Lang et al. (1981).

very similar. In the range from —3 eV to —5 eV there are O 2p states which are
hybridized with Sc 3d.

The main content of the valence band are the rare earth 4f levels, which are
located at —7.5 eV for Gd. For the Sm and the Dy compounds the RE 4f levels are
more multiplet—split in the range from —6 eV to —10 eV for Sm and from —5 eV to
—9 eV for Dy. The band structure calculations show some difference to the RE 4f
states due to multiplet splitting of 4 f states and the high U values which are necessary
for a band gap which is free from RE 4 f states. This is visible by comparing multiplet
calculations for trivalent rare earth 4f states with the experimental data. The less
multiplet—split O and Sc states are in very good agreement with the band structure
calculations. An interaction between Sc and RE atoms might be present in the Sc
Ly 3 XE spectra at around —8 eV. Such a hybridization was found for DyScO3 and
GdScOj3 by Lucovsky et al. (2004) and for AScO3 perovskite alloys by Halilov et al.
(2004).
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4.8 Conclusions

In conclusion, magnetic and electronic properties of the rare earth scandates
(SmScO3, GdScO3 and DyScO3) were investigated. The superconducting quantum in-
terference device (SQUID) measurements reveal antiferromagnetic coupling at 2.96 K
(SmScO3), 2.61 K (GdScOs3), and 3.10 K (DyScO3). For DyScO3 a Rietveld refine-
ment of a 2 K neutron diffraction data set gives an antiferromagnetic spin arrangement
of Dy in the Pbnm structure (Shubnikov group: Pb'n'm’). The band structure cal-
culations (LDA+U) give rise for a coupling between Sc 3d, RE 5d and O 2p states.
With x-ray photoelectron core level spectroscopy of rare earth scandates in compar-
ison with reference samples determines the valence state of rare earth atoms to be
3+, of scandium atoms to be 3+ and of oxygen atoms to be 2-. Multiplet splitting
of RE 4d states was observed. X-ray absorption spectroscopy in comparison with
the band structure calculations (RE M, 5) and multiplet calculations (Sc Lo 3) are
in agreement with the results of x-ray photoelectron spectroscopy. With resonant
x-ray emission spectroscopy the occupied states in the valenceband were observed
element specific and no loss features and therefore no excitations at Er were visi-
ble due to the band gap. With x-ray absorption and emission spectroscopy at the
O K-edge in comparison with band structure calculations of the unoccupied oxygen
states, the band gaps of NdScOjz, SmScO3, GdScOz, ThScO3 and DyScO3 are deter-
mined to 5.6 €V, 5.6 eV, 5.8 eV, 6.1 eV and 5.9 eV, respectively. These values are
corresponding to the Sc-O mean distances. The comparison of x-ray photoelectron
spectroscopy of the valence band, normal x-ray emission and band structure calcula-
tions give a good agreement between experiment and calculations. A small mismatch
between band structure calculations and experiment for rare earth 4f states is due
to multiplet splitting which agrees with trivalent rare earth multiplet calculations. A
strong hybridization between Sc 3d and O 2p states was observed, as predicted by the
calculations. The rare earth d-states may play a role in this complex hybridization.



Chapter 5
LuFeyOy

5.1 Introduction

Magnetoelectric coupling and multiferroics in spintronics is a rapidly emerging
area of research, where a number of possible device architectures have been pro-
posed (Binek and Doudin, 2005). Recent proposals to develop novel multifunctional
storage components for microelectronics have led to an intense interest in materi-
als in which ferroelectric and magnetic order parameters are coupled (Cohen, 2000;
Hill, 2000). Devices fabricated from such multiferroic materials could store informa-
tion through both the electric and the magnetic polarization of the bit, providing
an additional degree of freedom in designing memory elements. Furthermore, magne-
todielectric coupling in multiferroics may be particularly useful in designing devices to
read magnetic storage systems. Current read heads rely on magnetoresistive materi-
als, which generate heat and are sensitive to thermal noise. Capacitive readings under
magnetic fields can be accomplished with no or very small amounts of heat produced,
and capacitance measurements can be more sensitive than resistive measurements,
which could allow the magnetic bit density to be increased. LuFe;O, (LFO) seems
to be a promising candidate for such applications because of its giant room tem-
perature magneto dielectric response (Subramanian et al., 2006), which suggests a
strong coupling between spin moment and electric dipole at room temperature. This
giant magneto capacitance is due to charge ordering of Fe?™ and Fe*" ions (Xiang
and Whangbo, 2007). In ferroelectric crystals this spontaneous polarization is aris-
ing from the arrangement of electric dipoles. First-principles calculations (Cohen,
1992; Séghi-Szabo et al., 1998) and electron density analysis (Kuriowa et al., 2001)
of ferroelectric materials have revealed that the covalent bond between the anions
and cations, or the orbital hybridization of electrons on both ions, plays a key role
in establishing the dipolar arrangement. However, for LFO an alternative model,
electronic ferroelectricity (Portengen et al., 1996), has been confirmed (Ikeda et al.,
2005b) in which the electric dipole depends on electron correlations, rather than on
the covalence. This would offer the attractive possibility of ferroelectric materials
which could be controlled by the charge, spin and orbital degrees of freedom of the
electron. This material is not only of interest for application, it is a challenge to
understand basic properties of multiferroic materials. The basic coherences are just
partly understood. Several competing interactions, like charge and orbital ordering,
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exchange coupling, give the chance to clarify the nature of these effects. Another
controversial discussed question is the antiferro magnetic coupling of the iron ions.
On one hand magnetic measurements suggest an averaged iron moment at the Fe ions
on a triangular net arranged ferrimagnetically (lida et al., 1993), on the other hand
Méssbauer (Sugihara et al., 1978) and neutron diffraction (Lang et al., 1981) studies
suggest Fe?™ and 1/3 of Fe** make up majority spin and 2/3 of the Fe?™ make up
minority spin. The latter magnetic ordering was confirmed by additional Mdssbauer,
neutron and magnetization measurements (Siratori et al., 1992) leading to the spin
and charge order model depicted in the left panel of figure 5.1.

@ O @ Fe3+T

‘ ,Q\ .Fe3+l«
o / () o [
Q

Figure 5.1: Left: Spin and charge ordering model in a W-layer of LuFesO4 (Siratori et al.,
1992) adopted from Ikeda et al. (2005a). The solid line marks the chemical unit cell while
the dotted line represents a superlattice cell. Large and small circles distinguish between
upper and lower triangular plane of a W-layer, respectively. White circles represent Fe?*
ions with majority spin. Black circles and double circles stand for Fe?* ions with minority
and majority spin, respectively. Right: Hexagonal double layered structure of LuFeyOy4 in
trigonal spacegroup R3m (Lu dark grey, Fe black, O light grey). Adopted from Subramanian
et al. (2006).

The crystal structure of LFO was measured by Isobe et al. (1990) by means of
x-ray diffraction. The layered structure has R3m symmetry. The crystal consists of
double layers of Fe ions trigonal bipyramidal surrounded by O ions. Between these
double layers a layer of Lu ions surrounded by O octahedra is present.

The XPS measurements were performed at the University of Osnabriick with
the photoelectron spectrometer PHI 5600ci as described in section 2.6.1. The XAS,
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XMCD and XES/RXES measurements were performed at the Advanced Light Source
in Berkeley, USA, at the beamlines 8.0.1 and 4.0.2 (see section 2.6.4). The experiments
on LFO presented in this work are partly performed in collaboration with Christine
Derks and therefore already presented in her diploma thesis (Derks, 2008). The
multiplet calculations in c3; symmetry were performed in collaboration with Christian
Taubitz from the University of Osnabriick.

5.2 Valence State of Fe Ions by Core Level XPS
and XAS

The formal valence states of ions in LuFe,O4 are Lu*, O~ and resulting from
this Fe>5*. XPS measurements (Derks, 2008) of the Fe 2p and Fe 3s (see figure 5.2)
core level confirmed this assumption.

- FeO Fe”"

| LuFe,O

‘\&
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- LiFeO, Fe*

760 740 720 700 110 100 90
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Figure 5.2: XPS measurements of Fe 2p (left panel) and Fe 3s (right panel) of LuFe2Oy4 in
comparison with Fe?t and Fe3* reference compounds and a mixture of them.

Fe 2p XPS results were published by Park et al. (2007) with worse resolution than
this measurements. They fitted the Fe 2p;/, main peak and found equal contribution
of Fe?* and Fe3T. The chemical shift of the Fe 2p is so small that it is better to take
into account the satellites. In the left panel of figure 5.2 the main features are marked
with grey lines. The Fe?* and Fe?" satellites of the reference compounds can give
as 50%-mixture the Fe 2p XPS structure of LFO. In the right panel of figure 5.2 the
same procedure was made for the Fe 3s XPS spectra with the same result.

The valence state of Fe has also an influence on the shape and energy position
of XA spectra. In figure 5.3 the XAS of LuFe;O,4 is presented in comparison with
reference compounds Fe;O3 (Fe?t) and FeO (Fe*'). The measurements of LuFe;Oy
were carried out in total electron yield (TEY) and total fluorescence yield (TFY). The
TFY is less surface sensitive than the TEY because photons are measured instead
of electrons and the escape depth of photons is higher than the escape depth of
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electrons. Due to self-absorption of the light, the Ls—edge is underestimated in the
TFY measurement and the Ly—edge is more intense than in TEY measurements. The
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Figure 5.3: XAS measurements in total electron yield (TEY) and total fluorescence yield
(TFY) at the Fe L-edge of LuFe;Oy4 in comparison with Fe? and Fe3T reference compounds,
a mixture of the reference spectra and multiplet calculations.

TEY XAS of LuFe;Oy4 in figure 5.3 is in best agreement with multiplet calculations
with 20% Fe** and 80% Fe3*. The more bulk sensitive TFY measurement is in
good agreement with multiplet calculations with 50% Fe?* and 50% Fe3* and with a
50%-50% mixture of the reference compounds.

These measurements show that the surface of the sample is dominated by Fe3*
ions and the bulk is in the expected 50%-50% valence state. Although the more
surface sensitive XPS measurement show no domination of the trivalent iron the XPS
and XAS results fit together because the LFO sample for XPS measurements was
cleaved in situ while in the XAS chamber no cleaving device was available.
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5.3 RXES at the Fe L-Edge and the O K—Edge
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Figure 5.4: RXES at the Fe L-edge (lower panel) of LuFesO4 excited with the energies
indicated in the corresponding Fe L-edge XAS (upper panel).

In the lower panel of figure 5.4 the Fe 3d — 2p RXES is presented. The cor-
responding excitation energies are indicated in the XA spectrum of the Fe L-edge
which is plotted in the upper panel of figure 5.4. The RXE spectra excited at the
onset of the Fe Liz—edge XAS (705.0 eV and 705.6 eV) comprise the elastic peak
and an energy loss peak in 1.5 eV distance. The inelastic structure from 700 eV to
708 eV is growing with the excitation energy while the energy loss peak is shifted
with the elastic peak. The loss peak and the elastic peak disappear for excitations
above 710 eV. For excitations at the Fe Ly—edge (/=720 eV) the second inelastic struc-
ture appears at around 715 eV. The elastic features of the RXE spectra are marked



100 LUF82 04

in figure 5.5 on an energy loss scale. The elastic peak at 0 eV is clearly visible for
lower excitation energies (705.0, 705.6 and 706.4 eV). The loss feature at 1.5 ¢V was
mentioned above. Another small loss feature is located at 4 eV. The 1.5 eV feature

REXS (arb. units)

1 1 1 1 1 1 1 1 1 1 1 1 1

15 10 5 0 5
Energy Loss (eV)

Figure 5.5: RXES at the O K-edge of LuFesO4 on an energy loss scale. Excitation energies
are indicated the corresponding XAS in the upper panel of figure 5.4.

might be interpreted as excitation from the highest occupied states of divalent Fe
ions to the lowest unoccupied states of trivalent iron, which are in both cases down
spin 3d,, and 3d,2_,» states. This electron hopping is the reason for the ferroelec-
tric properties (Ikeda et al., 2007). The 4 eV feature might be interpreted as an intra
atomic excitation of the spin down electrons at the divalent iron sites from the highest
unoccupied Fe 3d states to the lowest unoccupied Fe 3d states. This suggestions arise
from band structure calculations from Xiang and Whangbo (2007) where comparable
energy differences can be found around the Fermi level. It should be noted that these
ground state energies do not correspond to excitation and can just give a hint for
possible explanations.

The RXE O 2p —O 1s spectra are presented in the lower panel of figure 5.6. The
excitation energies for the RXES are marked in the XA spectra in the upper panel of
figure 5.6. The resonant excitation of the XE spectra comprises no elastic features.
The inelastic peak is located at 523 eV.



5.3 RXES at the Fe L-Edge and the O K—-Edge 101

[OTrrrrrT I ™
’\.7526'5 |
3 , _
S 581.1 -
nr i
< L 542.1 |

i 536.8 i
< L 535.2 _

| e Ll | 1l

520 540 560 580
Photon Energy (eV)

. N
o) f
sl A f
g :
g, _
= f
il |
x ‘ﬁ/x§f

X . ]

500 520 540
Photon Energy (eV)

Figure 5.6: RXES at the O K-edge (lower panel) of LuFe;O4 excited with the energies
indicated in the corresponding O K-edge XAS (upper panel).
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5.4 Discussion

5.4.1 Occupied States by XPS, XES and Calculations

The electronic structure of occupied states was investigated by x-ray photoelec-
tron spectroscopy (XPS) of the valence band and x-ray emission spectroscopy (XES)
from Fe 3d — Fe 2p and O 2p — O 1s. The results are presented in figure 5.7 in
comparison with band structure calculations made by A. Postnikov of the Université
Paul Verlaine in Metz within the same approach as outlined in the previous Chap-
ter 4; the WIEN2k code (Blaha et al., 2001) and GGA+U calculation. For the latter
the U value of 0.7 Ry~9.5 eV for the Lu 4f states and 0.3 Ry~4.1 eV for the Fe 3d
states gave the best agreement with the experiment.

x 30

- /AN XPS
tDOS
ppos Lu4f | l

MW,\[M\/\'\R Fe L XES

pDOS Fe 3d

Intensity (arb. units)

pDOS 0 2p Con i~

-15 -10 -5 0 5
Energy (eV)

Figure 5.7: Partial and total occupied DOS of LuFe;O4 calculated by LDA+U calculations
in comparison with the XPS valenceband and XES measurements of the Fe L-edge and the
O K-edge. In the top the calculated tDOS and the XPS is enlarged for comparison of the
small states close to the Fermi level.

In the XP spectrum two peaks of the Lu 4f multiplet are located at —7.5 eV
and —9 eV. The structure from —3 eV to —6 eV are distributed to O 2p states
hybridized with Fe 3d states in comparison with the XE spectra of the Fe L-edge
and the O K—edge. The small states close to the Fermi level (0 eV to —1 eV) can be
interpreted as highest occupied Fe 3d (d,,, d;2_,2) spin down states of the divalent
sites in comparison with band structure calculations of Xiang and Whangbo (2007).
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The band structure calculations presented in figure 5.7 are in excellent agreement
with the XES and XPS measurements. The states close to the Fermi level in the
XPS valence band can be identified as highest occupied Fe 3d states as stated above.
Remarkable is the agreement between the XPS and the calculation in the range from
—5 eV to Fermi level as can be seen in the thirty times enlarged spectra in the top
of figure 5.7. The strong hybridization between Fe 3d and O 2p becomes clear if one
compares the peak structure of the calculated DOS of these states where the most
intense Fe 3d states are located at —6 eV and —7 eV and the most intense O 2p
states are located at —3.5 eV and —4.5 eV. Here it is very clear that the states at
higher binding energy (~ —6 eV) have d character and the states at ~ —4 eV have
p character as found by Winiarski et al. (1994) for KTaO3 and KNbOj3. In comparison
with the calculations from Xiang et al. the Fe 3d spin—up states can be identified
to the d,» at —7 eV while d,;44,2_,2 orbitals contribute to the —7 eV and —6 eV
peak and the d,, 4., orbitals are contributing mainly to the —6 eV peak and just a
small part of the —7 eV peak is attributed to this orbital. In the calculations from
literature the hybridization between O 2p and Fe 3d is weaker than in the approach
of the present work. The small density at —1.5 eV appears in the Fe 3d and the
O 2p calculation in similar intensity. It should be noted that the 3d orbitals in the
distorted crystal field cannot be exactly described by the common notation, e.g. d.2
because different distortions lead to different combinations of these basic orbitals as
found by Khomskii and Kugel (2003) which was mentioned in section 3.5.

5.4.2 Unoccupied States by XAS and Calculations

The unoccupied states of LuFe,O4 were investigated by XAS at the Fe L—edge and
the O K—edge. The experiment are compared with LDA+U = 0.7 Ry band structure
calculations in figure 5.8. The calculations are convoluted with 0.4 eV gaussian for
experimental broadening. The calculated unoccupied Fe 3d states take place from
0 eV to 3 eV which is in agreement with the states measured by XAS. The prepeak
in the XAS corresponds to the divalent Fe ions and its position is influenced by the
small chemical shift in the Fe 2p core level. This shift is only present in the absorption
measurement because the dipole transition from the core level to the conduction band
is not taken into account for band structure calculations. In section 5.4.3 multiplet
calculations are presented for XMCD spectra which take into account the transition
of the XAS process and show a very good agreement with the experiment.

The unoccupied states of the O 2p states are located over a wide range from 0 eV
to 16 eV with three local maxima at 1 eV, 5 eV and 10 eV. This structure is relatively
good reproduced by the calculations. The second peak at 5 eV is calculated too close
to the Fermi level, but the general structure is very well calculated. The first peak
close to the Fermi level is at the same position where the unoccupied Fe 3d states
are located. This indicates the strong hybridization between Fe 3d and O 2p which
is also present in the occupied states discussed in section 5.4.1.
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Figure 5.8: Fe L-edge (left panel) and O K-edge (right panel) XAS of LuFe,O4 in com-
parison with band structure calculations with 0.4 eV gaussian broadening.

5.4.3 Magnetic Structure by XMCD

The magnetic structure of LuFe,O4 can be investigated by means of x-ray mag-
netic circular dichroism (XMCD). As described in section 2.3.2, the XMCD gives
information about element specific spin and orbital magnetic moments. One can
also distinguish between different valence states. Therefore this technique is a very
powerful tool to investigate the magnetic structure of LuFe,Oy.

For a better understanding of the experimental XMCD spectra of the Fe L—
edge multiplet calculations were performed. The crystal symmetry c3; of LuFe;, Oy is
included in the calculations. To find the best parameters to describe the bipyramidal
trigonal crystal field the parameters were tested with calculations for Ti**. In this
configuration just one 3d electron is present and in the ground state the crystal field
splitting of the 3d states is directly visible. The crystal field parameters for the
multiplet calculations are implemented in the .rac file which is shown in figure 5.10.
With this parameters the 3d states split as depicted in figure 5.9. This splitting is
typical for a trigonal bipyramidal crystal field. In comparison with band structure
calculations from Xiang and Whangbo (2007) the energetic lowest states are the dy,
and d2_,2, at somewhat higher energy the d,, and d,. are located and the energetic
highest state is d,2.

In figure 5.11 the XMCD spectra of the Fe L—-edge, measured in TEY, is pre-
sented in the upper part of the graph and the multiplet calculations in c3; symmetry
are plotted in the lower part of the graph for comparison. The Fe?t and Fe3t peak
of the Ls—edge are located at 708.0 eV and 709.5 eV, respectively. The Fe*" contri-
bution is higher than 50% which is in agreement with the XAS results of figure 5.3
in section 5.2, where the Fe3* contribution is up to 80%. The best agreement be-
tween multiplet calculations and experiment is achieved with 50% antiferro magnetic
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Figure 5.9: Ground state of 3d states in Ti** calculated with TT multiplet. The parameters
for the calculations are shown in the .rac file figure 5.10.

Fe?t and 50% magnetic mixed-valent bulk, resulting in an overall Fe** contribution
of 75%. The Fe Lo—edge peaks are located at 721 eV and 723 eV with a shoulder
at 720 eV. The experimental dichroic signal at the Ly—edge is very small, but the
dichroism in the calculated Lo—edge agrees with the experiment. The Ls—edge shows
a clear dichroism at the Fe?* peak and a smaller dichroism at the Fe3* peak which is
inverted. This is a clear indication of a majority spin at the Fe?" sites, while 1/3 of
the Fe3* spin is in majority and 2/3 is in minority. This configuration is also used for
the multiplet calculations and gives a perfect agreement with the experiment besides
the shoulder at 707 eV which is overestimated by the calculation. Such a configura-
tion was found before in LFO by Méssbauer and neutron diffraction (Sugihara et al.,
1978; Tanaka et al., 1989). This configuration is in contradiction to the magnetization
found by lida et al. (1993) who measured 2.8 pp/fu.. The mentioned spin configu-
ration results in a lower magnetization 4upg + 2/3 * bup — 1/3 * bup = 2.33up/f.u..
This discrepancy can be explained by the magnetic moment determined by the sum
rules from the XMCD data as described in section 2.3.2. The antiferromagnetic Fe
at the surface is taken into account in the analysis. The factors found by Teramura
et al. (1996) were also taken into account (Fe*™:0.875, Fe®*™:0.685). In table 5.1 the
resulting moments are presented. The relatively high orbital moment of 0.76 ug/f.u.

Table 5.1: Magnetic spin and orbital moment at the Fe sites determined by the sum
rules from XMCD in comparison with moment determined from multiplet calculations and
expected values.

XMCD multiplet calculation expected

LuFe,0, Fe?* Fe3+ Fe?* Fe?t
Mgpin 141 pp/fu. 2490 pp 3299 up - 4.0 up 5.0 up
Morb 0.76 uB/f.u. 1.494 UB 0.009 UB +2.0 UB 0.0 UB

can explain the discrepancy between the moment resulting from the spin configura-
tion and the total magnetic moment measured by magnetometry. The spin config-
uration results in a spin moment of Mgy, =2.33 pp/f.u. and the maximal orbital
moment for Fe?t in an trigonal bipyramidal crystal field and in high spin state is
Mory, = £2 pp/fu. for the occupation of dgy or d,2_,2, while the Fe3t in high
spin state has no orbital moment due to completely filled spin up states and com-
pletely empty down spin states. This results in a maximal total magnetic moment
of M =233 pp/fu.+2 pup/fu.=4.33 pug/f.u.. In this model the magnetization of the
spin moment is ~60.5 % at a temperature of 7' = (260 — 280) K and magnetic field
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% vertical 1 1
butler 03
to Oh
to D3d
to C3i
endchain
actor 0+ HAMILTONIAN ground PRINTEIG
OPER HAMILTONIAN
BRANCH O+ > 0 O+ > 0+ > 0O+ 1.0
OPER SHELL2
BRANCH 4+ > 0 O+ > O+ > O+ -3.834
BRANCH 4+ > 0 N+ > 0+ > 0+ -2.240
BRANCH 2+ > 0 ™1+ > 0+ > 0+ 2.0
OPER SPIN2

BRANCH 1+ > 0 1+ > MO+ > 0+ 0.001
actor 0+ HAMILTONIAN excite PRINTEIG
OPER HAMILTONIAN
BRANCH O+ > 0 O+ > 0+ > 0O+ 1.0
OPER SHELLZ2
BRANCH 4+ > 0 O+ > O+ > O+ -3.834
BRANCH 4+ > 0 M+ > 0+ > 0+ -2.240
BRANCH 2+ > 0 M+ > 0+ > 0+ 2.0
OPER SPIN2

BRANCH 1+ > 0 1+ > O+ > 0+ 0.001
actor 1- left transi PRINTTRANS
oper MULTIPOLE
branch 1- >0 1- > 1- > 1- 1.000
actor -1- right transi PRINTTRANS
oper MULTIPOLE
branch 1- >0 1- > 1- > -1- 1.000
actor 0O- parallel transi PRINTTRANS
oper MULTIPOLE
branch 1- > 0 1- > ~0- > 0- 1.000
RUN

Figure 5.10: Multiplet calculation parameters for bipyramidal trigonal crystal field for
Ti3*. The resulting ground state splitting of 3d states is depicted in figure 5.9.
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Figure 5.11: XMCD spectra in TEY (top) in comparison with multiplet calcula-
tions (bottom) of LuFe,O4 at the Fe L-edge.

of B =6 T and the orbital moment is quenched from 2 pg/f.u. to 0.76 pp/fu.. The
high orbital moment can be also determined from the multiplet calculation of Fe?*.
The experimental orbital moment is partly quenched, but in many bulk materials
the orbital moment is completely quenched. The high orbital moment agrees also
with the very large hysteresis in the magnetization measurements of lida et al. (1993)
where the spin flips from one orientation to the other at a magnetic field of ~11 T
pointing antiparallel to the magnetization. The orbital moment is the reason for the
spin—lattice interaction and the magnetic easy axis is set by the orbital moment which
is fixed in the lattice by the electron configuration.

5.5 Conclusions

In conclusion the valence state of Fe ions in LuFe,O, was determined to 50%
2+ and 50% 3+ by XPS of Fe 2p and 3s levels. In XAS experiments in TEY mode
a higher Fe3™ contribution was found at the not cleaved surface. The more bulk
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sensitive TFY mode showed that the bulk of the sample has the expected 50%—
50% configuration. In the REXS of the O K-edge two energy loss features were
found at 1.5 eV and 4 eV. The 1.5 eV feature might be due to electron hopping
and the 4 eV feature might be due to an intraatomic excitation. The comparison of
the occupied states measured by XPS and XES with LDA+U calculations showed
the following electronic structure. Lu 4f states are located at —7.5 eV and —9 eV.
Fe 3d states are strongly hybridized with O 2p states from —1 eV to —8 eV while at
higher binding energy (~ —6 eV) more d character was present and the p character
was found at lower binding energies (~ —4 eV). Very small states at the Fermi
level in XPS and XES could be identified as highest occupied Fe?* states which
corresponds to the d,, and d,2_,2 spin down states. The unoccupied states measured
by XAS at the Fe L—edge and the O K—edge could be calculated by the LDA4U
calculation in good agreement. The magnetic structure was investigated by XMCD
and showed that the Fe?* ions contribute to the majority spin moment and the Fe3*
ions contribute with 2/3 to minority and 1/3 to majority spin moment resulting in
a total spin magnetic moment of 2.33 pp/f.u.. This configuration was found before
with Mossbauer and neutron diffration, but a discrepancy to magnetic measurement
finding a total magnetic moment of ~2.8 ug/f.u. could not be explained. The orbital
magnetic moment of 0.74 pp/fu. found by XMCD could explain this discrepancy
and could also explain the big hysteresis from —11 T to 11 T in high field magnetic
measurements at 4.2 K because the spin moment is coupled via the orbital moment
to the crystal lattice and so a not quenched orbital moment can lead to a strong easy
axis of the magnetization.



Summary and Outlook

In this work the electronic and magnetic structure of the colossal magneto resis-
tance material La;_,Sr,MnQOs, the high—% and strain tailoring compounds REScO3
(Sm, Gd, Dy) and the multiferroic LuFe;O4 was investigated by means of x-ray spec-
troscopic techniques.

In Chapter 3, SQUID measurements of La;_,Sr,MnOj3 (z = 0.125, 0.17, 0.36)
were compared with XMCD results. The very good agreement of these two experi-
ments proofs the applicability of the correction factor for the spin magnetic moment
and the importance of charge transfer. The multiplet calculations gave the best agree-
ment with the XMCD spectra with charge transfer of 47.7% for Mn** and 29.0% for
Mn?*. For the samples with = 0.125 and z = 0.17, a canted spin was confirmed by
magnetometry and XMCD results. The perfect agreement of the magnetic moment
measured by SQUID and that determined from XMCD for the single crystalline sam-
ples proofs that the magnetic moment is completely localized at the Mn ions at the
temperature of 80 K for x = 0.17 and 0.36 and in the temperature range from 80 K
to 300 K for z = 0.125. In comparison with the literature it was assumed that the ap-
plied magnetic field leads the a localization of e, electrons. This influence can explain
the decreasing resistance with the applied magnetic, field because the localization of
the e, electrons leads to better hole conductivity. For x = 0.125 the orbital magnetic
moment determined from XMCD corresponds to the structural change which occurs
in the temperature range from 145 K to 188 K, whereby a change of sign of the
orbital moment corresponds to the occupation of different orbitals in different struc-
tural phases. This is corresponding to a change of sign of the orthorhombic strain in
the b — ¢ plane at the transition temperatures. In the temperature range from 188 K
to 275 K where a coherent Jahn—Teller distortion takes place, the orbital moment
is reduced which is explained by different orientated orbitals. Additionally the mea-
sured orbital moments correspond to anomalies in magnetization versus temperature
curves. Furthermore a spinflip below the charge ordering temperature is confirmed
by magnetization versus temperature curves of Lagg755r0.125MnO3.

The magnetic and electronic structure of the rare earth scandates (SmScOs,
GdScO3 and DyScOj3) were presented in Chapter 4. The magnetic measurements
reveal antiferromagnetic coupling at low temperatures in agreement with neutron
diffraction data of the Dy compound. A strong hybridization between Sc 3d and
O 2p states was found in the photoemission, emission and absorption measurements
in agreement with band structure calculations. There are indications for a more com-
plex hybridization between Sc 3d, O 2p and RE 5d states. With x-ray absorption
and emission spectroscopy at the O K-edge in comparison with band structure calcu-
lations of the unoccupied oxygen states, the band gaps of REScO3 were determined



110

and it was found that these values are corresponding to the Sc-O mean distances.

In Chapter 5 the electronic and magnetic structure of LuFe,O4 was presented.
The valence state of Fe ions was determined to 50% 2+ and 50% 3+ by XPS of
Fe 2p and 3s levels. The complete electronic structure of the occupied and unoc-
cupied states was investigated by x-ray spectroscopic techniques in agreement with
band structure calculations. Small states close to the Fermi level could be identified
as highest occupied Fe?* states. The magnetic structure was investigated by XMCD
and showed that the Fe** ions contribute to the majority spin moment, whereas the
Fe3' ions contribute with 2/3 to minority and 1/3 to majority spin moment resulting
in a total spin magnetic moment of 2.33 pp/f.u.. The orbital magnetic moment of
0.74 pp/fau. found by XMCD could explain the discrepancy to magnetic measure-
ments (~2.8 up/f.u.) and could also explain the big hysteresis from —11 T to 11 T
in high field magnetic measurement at 4.2 K.

Now a short outlook is given for further investigation of the investigated compounds.

For La;_,Sr,MnQOj it would be very interesting to get a more detailed picture
of temperature and magnetic field dependence of the orbital moment. It might be
possible to find a direct correspondence between the orbital moment and the orbital
ordering which is essential for the CMR compound family. Another possible approach
to learn more about the orbital ordering would be the x-ray magnetic linear dichroism
which can be measured in different geometric orientations.

For the rare earth scandates some compounds with other rare earth ions could
be investigated to get a complete picture of the band gap behaviour of this family.

The magnetic structure of the multiferroic LuFe;O4 should be investigated by
XMCD at different temperatures to get more information about the orbital moment
which seems to play an important role for the magnetic behaviour of this compound.
It should be noted that in the total electron yield, some problems occurred at tem-
peratures below 7. One possibility is to measure the XMCD in fluorescence yield.
Furthermore the character of the metallic states close to the Fermi level could be
investigated by angle-resolved ultraviolet photoemission spectroscopy.
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